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Abstract. The amount of structured data is growing rapi@ien astructured
query that asks for some entities, the number of matcieendidate results is
often very high. The problem of ranking these rssihlas gained attention.
Because results in this setting equally and peyfantitch the query, existing
ranking approaches often use features that argpémdient of the query. A
popular one is based on the notion of centraliay th derived via PageRank. In
this paper, we adopearning to rank approach to this structured query setting,
provide a systematic categorization qufery-independent features that can be
used for that, and finally, discuss how to leveredermation in access logs to
automatically derive th&aining data needed for learning. In experiments using
real-world datasets and human evaluation basedamdcsourcing, we show
the superior performance of our approach over glevant baselines.

Keywords: information retrieval, learning to rank, semangach

1 Introduction

With the development of the Semantic Web as a Webnterlinked resource
descriptions represented in RDF (e.g. Linked Damagl, the continuous increase in the
number of publicly available datasets, the problehretrieval and ranking RDF
resources has gained attention. BasicallRD¥ resource description is a set of
triples, which capture thaelations of that resource to other resources, and its
attribute values. On the Web today, we can find descriptimmsdifferent kind of
entities, such as organizations, people, and gpbgrdocations. Data that have been
made publicly available through the Linking Opentdaitiative for instance, include
both encyclopedic knowledge captured by generahs#ds such as DBpedia and
specific knowledge in various domains (music, $féence, etc.).

For searching RDF resource descriptions (hencefaldb calledentity search
because resources stand for real-world entitié®), keyword paradigm commonly
used for Information Retrieval (IR) has been addpt@lso, interfaces based on
structured query languages, SPARQL in particular, are widely employed. Balica



SPARQL rests on the notion of graph pattern matgchin is widely used for
retrieving RDF data because RDF triples form a lgramd graph patterns matching
subgraphs of this graph can be specified as SPAR@Iies. Most endpoints, which
provide public Web access to the kind of RDF datentioned above, support
SPARQL queries. While keyword search is clearlyieato use, structured query
languages such as SPARQL can provide the expressise(technical) users may
need in order to capture complex information neadd, to fully harness the structure
and semantics captured by the underlying dataadt, fnany queries posed on the
Web are actually specified using form- and facetelbinterfaces (e.g. facetted search
provided by Yahoo!, Amazon and EBay). The inputsvfited by the users through
these interfaces are actually mapped to struciyuedes.

Since structured queries precisely capture thetmints the candidate answers
must satisfy, the underlying engine can returngmlf sound and complete results.
That is, all results can be founcbinplete) and every one of them perfectly matches
the query gound). However, given the large amount of data, q@eni@y result in a
large number of results, while only a few of theraynbe of interest to the user. In
this case, ranking and returning only the komsults is the standard strategy used in
practical scenarios to improve efficiency and resgotime behavior. Studies have
shown that users typically scan results beginnioghfthe top, and usually focus only
on the top three or four [1]. However, how do remk entity search results in this
structured query scenario, given all entities equally (i.e. perfectly) mattie query?

A few specific approaches have been proposed tbwd#aranking RDF results
[5,7,10]. Most of these approaches [5] assume drgarous keyword query such that
the ranking problem is mainly understood as the afneomputingcontent relevance,

i.e. to find out whether the resource’s contenelsvant with respect to the query. In
the structured query setting, all resources aralgqrelevant. Ranking approaches
[10,11] that can be used to distinguish resournethis setting are mainly based on
centrality, a notion of “popularity” that is derived from tha#ata via PageRank.
Besides centrality, we study the use of other featwand incorporate them into a
learning to rank (LTR) framework for ranking entity search resuljs/en structured
queries. The main contributions of this paper casimmarized as follows:

(1) Learning to rank over RDF data. LTR [2] is a state-of-the-art IR technique that
learns a ranking function from labeled trainingadé&elevance judgments). We show
how LTR can be adopted for ranking entity searclilts over RDF data.

(2) Query-independent features. Critical for the performance of LTR are features
For this specific structured query setting, we eaysttically identify query-
independent features (those that go beyond com&evance) and individually
analyze their impacts on ranking performance.

(3) Access logs based ground truth and training data. While LTR offers high
performance, it critically depends on the availépibf relevance judgments for
training. We observed from our experiments baserkahusers (via a crowd sourcing
based evaluation recently proposed in [3]) thaffited results strongly correlate with
the number of visits (#visits) that is captured in the access logs.pidwide a detailed
analysis of this correlation and for the case whiging data and ground truth is not
easy to obtain, we propose the use of #visits adtamative.



Using both cross-domain and domain-specific realdvdatasets, we evaluate the
proposed LTR approach and show its superior pedoo®m over two relevant
baselines. Results suggest that combining diffefeatures yields high and robust
performance. Surprisingly, the use of features #natderived from the external Web
corpus (features that are independent of the gaedylocal dataset) yields the best
performance in many cases.

Structure. The remainder of the paper is structured as faldwe firstly discuss
related work in Section 2. Then, our adaptation.®R is presented in Section 3.
Experimental results are discussed in Section drbefie conclude in Section 5.

2 Reated Work

Approaches for ranking in the RDF setting can b&intjuished into those which
consider theelevance of a resource with respect to the query, and thers, which
derive different features (e.gopularity) from cues captured in the data such as
centrality and frequency.

2.1 Query-dependent Content Relevance

Approaches using query-dependent content releviactede the main IR approaches
that basically, rank a result based on the likalthits content is relevant, given the
query. Different IR approaches have been adomedrik structured results, and to
deal with RDF in particular. An adoption of thector space model has been
proposed for ontology-based IR [4]. More specificdbcused on the ranking of
structured results in RDF is the work from Blantale [5] that is built upoBM25F,
another IR approach widely adopted in commerciaideengines. The idea here is to
use different fields for indexing different progest of RDF resources. Different
weights are assigned to these fields to recoghiaesome fields are more important
than others in ranking RDF resources. Also, theemmecentanguage modeling (LM)
paradigm has been adapted to the case of structesedts. For ranking structured
objects, three different models were studied [6le Bimple unstructured model treats
all object attributes and values as vocabulary $erfine structured variant employs
different term distributions for different attritegt and assigns different weights to
attributes (similar to the idea behind BM25F). Rebg LM is also used for ranking
in the RDF setting [7]. For this, a language mddgiroposed for the query, and also
RDF graphs matching the queries are representihgsage models. As opposed to
the approaches mentioned before, which model quei® documents based on
words, the models employed here are probabilitiridigions over RDF triples. The
probability of a given triple should capture iisiformativeness’, which is measured
based on witness counts. The authors implemenbthissuing keyword queries for
each triple using Web search engines, and usedefi@ted result sizes as witness
count estimates.

Ranking as performed by these mentioned approastiesed on the relevance of the
content with respect to the given keyword query. fdfis on the ranking of results
to structured queries, which as opposed to the guobis keyword queries, are



precisely defined such that the query semanticsbearfully harnessed to produce
answers that are equally relevant. Thus in prieciglontent relevance can be
expected to be less important in this case, aner ddatures should be considered for
ranking. Among the approaches mentioned abovegitheexception that deals with
structured queries is the LM-based ranking of RiyHes (graphs). As discussed, this
work does not directly capture content relevancerblies on informativeness. We
consider this as one baseline and show that usidiji@nal features can substantially
outperform this. Previous works build upon the vecipace model [4], language
models [7], and probabilistic IR [5]. In this worlye adopt yet another popular IR
paradigm, namely LTR [2]. This paradigm constitutes state-of-the-art in IR, and is
widely used by commercial Web search engines.

2.2 Query-independent Features

Approaches described in this subsection are nanhdathe query into account, but
rather using query-independent features. An exangflesuch features that are
independent of the querydsntrality, which can be derived from the graph-structured
nature of the underlying data using algorithms sastPageRank [8] and HITS [9].
The aim of PageRank is to give a global, query{iathelent score to each page. The
score computed by PageRank for a given page captheclikelihood of a random
Web surfer to land on that page.

The first adoption of PageRank in the structureth deetting was proposed for
Entity-Relation graphs representing databases, spedific approaches for dealing
with RDF graphs have been introduced recently.ifRstance, ResourceRank [10] is
such a PageRank adapted metric that is iterato@igputed for each resource in the
RDF dataset. Also, a two layered version of PagkRas been proposed [11], where
a resource gets a high rank if it has a high PagleRéthin its own graph, and if this
graph has a high PageRank in the LOD cloud (wtschlso considered as a graph
where nodes represent datasets). The difficultresadapting PageRank to the
structured data setting is that the graph here epa®sed to the Web graph — has
heterogeneous nodes and edges (different typessofirces and different relations
and attribute edges). A solution is to manuallyigrssveights to different relations,
but this approach is only applicable in a restdctiomain such as paper-author-
conference collections [13].

Instead of centrality, more simple features basedreguency counts have also
been used in the RDF setting. For instance, stredtwqueries (graph patterns)
representing interpretations of keyword querieseh&#een ranked based on the
frequency counts of nodes and edges [16]. JustRikgeRank scores, these counts
aim to reflect the popularity of the nodes and edgethe query pattern such that
more popular queries are preferred. The use oluéegy has long tradition in IR.
Term and inverse document frequencies are commaskd to measure the
importance of a term for a document relative teeoterms in the collection.

These query-independent features can be directilieabto our structured query
setting to distinguish between the results thateapeally relevant. In a systematic
fashion, we identify different categories of featmrthat can be used for our LTR
approach, including centrality and frequency. Wewshhat besides the featurbes



derived from the corpus (i.e. the underlying RDBr), external information on the
Web provides useful features too. We compare awgvshat the use of different
features can outperform the ResourceRank baseltmeh is based on centrality.

3 Query Independent Learning to Rank over RDF

We describe how we adapt LTR to the RDF entity cfeasetting, followed by a
detailed description of the features which therdesy algorithm uses.

3.1 Learningto Rank

LTR [2] is a machine learning technique used tag®la ranking model from training
data. We use the pairwise setting, which meansathaining example is provided as
a pair of entities and we know which of the twoitieg should be ranked higher in the
result set. In what follows we formally describe thairwise method and how it is
adapted to our case.

For a given datasé, letQ = {q4,9., ', g} be the set of queries. For every query
q; letR(q,) = {r{, r}, -+, ri} be the set of answers ¢gp. We define a feature set as
F = (f, f2,-+, fp) Wheref; are the functiong; : R(q;) — [0, 1], which assign a real
value to each answer, and we normalize the featltees to values between 0 and 1
for each query separately. We referfjér) as a feature of the resourceA target
featuref; (also calledabel) is a special feature, which determines the comatking
as a descending ordering of the resources. leisahking based on the target feature
f+» which we want to obtain using a LTR algorithm.

For every answer/ we compute a feature vectef := (f; (1), f2(r}), ..., fr(})).
The feature vectoxj" does not contain any target featyffeThe training set consists
of all pairs

(xk,x}), Vieln, vri, b €R(q;)), R#N

such that

fe(re) > fe(rv)-

In other words, for each query, we take all therpaif the feature vectors of the
answers to the query such that we put the answéravhigher target feature on the
first place. To each paftck, xi ) we associate a cost

i 2f () _1

ENACYENACH
Intuitively we can think ofC as the confidence in the correct ordering of the p
(r&,m4) or as the penalty, which the learning algorithenees if it makes a mistake
on this pair. We can observe that 'yft(r,é) = f,(r%) thenC =0, so we are not
confident at all thati should be ranked higher thah On the other hand f§(r#) >



f:(r#) then the value of gets close to 1, and the learning algorithm obstairbig
penalty for making a mistake on this pair.

The list of pairs(x,‘;,x};,) with their associated cost is the input to the RankSVM
[17] algorithm described below. The goal is to kearweight vectow € R of the
same dimensions as the training vectord hen given a new vector, representing
the feature vector of an answer to be ranked, wecoapute the score of the answer,
which is equal to the inner product between theghtevectorw and the vectoy,

score =wTy.

The ranking is then obtained by sorting answerthbir scores.

3.2 Rank SVM

Linear SVM [21] is a popular way of learning theigig vectorw. Originally SVM is
formulated as a binary classification problem, weheris the separating hyperplane
with maximum margin. The linear soft margin SVM fdassification can be adapted
to the pairwise ranking problem. The objectivedsniake the inner produet - x}
greater tham - x5, by the margin 1 and allowing for some errér§Ve have

W'(X}i; —x};,) >1- &,Vi.

The maximum margin separating hyperplane is thevdrieh minimizes
1
SIwliz+¢ ) &,

This is called the primal problem, and it is theeavhich we shall solve as described
in [22]. By substituting; we get the hinge loss

1 ; :
SIwliz+¢ ) (= w- G = xi)..,

where the functior(-), is defined ag-), = max(0, -). We minimize the hinge loss
by using the subgradient method, which gives aldfasapproximate solution.

3.3 Feature Extraction

The proposed approach uses features which candupep intodataset specific or
dataset independent features. Dataset specific features are extraitted the RDF
graph. Dataset independent features are extracted éxternal sources like web
search engines or N-gram databases. Note thatuglhthe dataset specific features
are specific to the dataset, the methodology taekthese features can be applied to
any RDF dataset.

We also classify the features infiiequency-based features obtained by counting
different patterns in RDF graphs or counting thenbar of occurrences in web search



results or n-gram databases, apdtrality-based features obtained by applying graph
theoretic algorithms like PageRank or HITS on tixRyraph.
In the following subsections we shall describe daelture in detail.

3.3.1 Features Extracted From the RDF Graph

f@K = |{tr € RDF | subj(tr) = K}| f@K = |{tr € RDF | obj(tr) = K}|

Figure 1 Number of subjects (left) and objects (right) aeleK

In this section we describe several features etetlafitom the RDF graph. We look at
the RDF dataset as a directed graph with resoase®des and properties as edges.
We define the concept of faeature at level K as follows. We call anchor node the
node, which corresponds to the resource we wagextract the feature for. IRigure 1
andFigure 2the anchor nodes are shaded. The feature atlasdhe feature extracted
from the anchor node. The feature at level 2 ispuated from the nodes one step
away from the anchor node. One step away meansvthgb to the neighbor either in
the direction of the edge or in the opposite dicectin general the feature at level K
is computed from the nodes which are K-1 steps away the anchor node. In the
experiments presented in this paper we have usedetitures at levels 1 and 2. In
what follows we provide the list of features weragt from the RDF graph

Number of subjects @ K. This feature is a count of the triples, which dhag subject
the node for which we extract the feature.Figure 1on the left, the value of this
feature at level 1 is 2 (because two arrows go aud)the value of this feature at level
2is3(=2+1).

Number of objects @ K. This feature is computed in a similar way to tioenber of
subjects @ K, the difference being that now the Ipemof triples with the node as
object is counted (arrows coming in). The graphhanright side ofigure 1lillustrates
the computation of this feature.

Number of types of outgoing predicates @ K. At each level this feature is the count
of the elements of the set of predicates occurtriha level. The anchor node is the
subject. This feature is illustrated on the ledtesofFigure 2

Number of types of incoming predicates @ K. At each level this feature is the
count of the elements of the set of predicates raugat that level. The anchor node
is the object. This feature is illustrated on tight side ofFigure 2

Average frequency of outgoing predicate @ K. We compute the frequency counts
of all predicates in the dataset. At level K weetdke set of predicatdy and we
compute the feature as the average of the frequamayts of the predicates .



Average frequency of incoming predicate @ K. This feature is similar to the
previous feature, the difference being that we fak@ account the predicates which
correspond to edges pointing towards the anchoe.nod

Number of literals. This feature counts how many times the anchoermgturs as
the subject in an RDF triple where the objectliseaal.

1 2 2 1
P1o P1z
P11 P22
P21 )
P32 P32
Py = P11, P21 ) Px = P11 P2k o}
f@K = |Pgl| fOK = |Px|

Figure 2 Number of types of outgoing and incoming predicates

3.3.2 PageRank

This section briefly describes the PageRank aligariand how it applies to our case.
PageRank was introduced in the early days of walckeout of a need for a global,
query independent ranking of the web pages. PageRssumes a directed graph as
input and will give a score to each of the nodea assult. PageRank is based on the
random walk model, which assumes that a very latgeber of users walk the graph
choosing at each step a random neighbor of therunode or jumping to any node
in the graph. The score of a node is given by t#tpeeted number of users being at
the given node at a moment in time. The scoresangputed recursively from the
following equation:

p=d-M-p+(1—-d)u pu€ER"MeM(n)

Wheren is the number of nodes in the graphis the PageRank vector containing
the score for each node and is initialized wittMOis the transition matrix constructed
such thatM[i,j] = 1 if there is an edge from nodeto nodej and O otherwise.
Moreover, to eliminate nodes which do not link tty ather node we consider a sink
nodek such thaM|[i,k] = 1, Vi andM[k,i] = 0, V i. Finally the columns o¥/ are

normalized to sum up to 1 is the jump vector and its entries arg] = %,Vi; dis

the damping parameter, and represents the praiyabfliwalking to a neighboring
node versus jumping. In our experiments we havethgetvalue ofd to its typical
value of 0.85, and ran the iteration until it corge.
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Figure 3 An example graph representation of a part of thgolaowledge base

In case of the web, the graph is made of the weglegpas nodes and the hyperlinks
as edges. In our case the nodes are DBpedia or Méagarces or categories, and the
edges are properties. For illustratidfigure 3 shows a subgraph from the Yago
knowledge base.

3.3.3 Hubs and Authorities

Hubs and authorities, also known as Hyperlink-lrtlucTopic Search (HITS)
algorithm, is an iterative algorithm which takesigsut a directed graph and assigns
two scores to each of its nodes. The two scoreshtib score and the authority score,
are defined recursively in terms of each other gshaha node gets a high hub score if
it points to nodes with high authority scores, angbde gets a high authority score if
it is pointed to by nodes with high hub scores.

n

vp, auth(p) = z hub (i)
i=1
n

vp, hub(p) = z auth(i)

i=1
wherep is a node in the graph,is the total number of nodes connecteg tandi
is a node connected o auth(p) andhub(p) are initialized to 1.

3.3.4 Search Engine Based

We have used the search services provided by YdBO&S to measure how many
times the label of a resource (which correspondmtanswer to a query) appears on
the internet. We do this by searching the web Withresource's label as a query and
taking the number of hits as a feature. For ingatoccompute this feature for the
resource corresponding to the person Neil Armstrargmake a web search with the
query ‘Neil Armstrong’ and obtain that the numbésearch results is 3720000.

1 http://developer.yahoo.com/search/boss/



3.3.5 Google N-grams

Google released a dataset of all n-gratdsgrams up to 5-grams) which appear on
the internet at least 40 times, together with tifreiquency counts. We consider as a
feature of a resource the frequency count of hellén the n-gram dataset. When the
label of a resource is composed of many words wermgee all 3-grams from the label

and take the sum of the frequencies of the 3-grasa feature. For instance, to
compute this feature for the resource correspontirthe person Neil Armstrong we

search for the 2-gram ‘Neil Armstrong’ and obtdiattit occurs 132371 times in the

Google N-gram database.

4 Experiments

Given RDF datasets and SPARQL queries, we obtagmdts using a Triple store. In
the experiments, we run different versions of threppsed LRT algorithm and
baselines to compute different rankings of theselte The goals of the experiments
are (1) to compare LTR against the baselines apdo(2analyze the performance of
individual features (feature sets). As performanoeasures, we use the standard
measures NDCG and Spearman’s correlation coefficife build upon the data,
queries and methodology proposed by the recent 8erols Challenge evaluation
initiative [3]

4.1. Datasets and Queries

We have two sets of querfeJ he first set is a subset of the entity queriesriged by
the SemSearch Challenge dataset. It consists afu@sies, for which we obtain
answers from DBpedia and Yago, two datasets cantpiencyclopedic knowledge
that were extracted from Wikipedia infoboxes. Answdrom these datasets
correspond to Wikipedia articles. We used the WéHip access logs from June 2010
to January 2011 (available [dtp://dammit.It/wikistat9/

The other set consists of 24 queries, whose ansesscomputed from the
Semantic Web Dog Food (SWDF) dataset [18]. SWDRains information about
people, conferences, workshops, papers and orgamgzafrom the Semantic Web
field. The dataset is built from metadata aboutfe@nces such as ISWC and ESWC,
starting from the year 2006. For the USEWOD 2011al0zhallenge [19], a dataset
of access logs on the SWDF corpus was released.

While the first set of queries is used to evaluateking in a general setting, the
second one is used to analyze how the approachésrpein a domain-specific
setting.

2 http://googleresearch.blogspot.com/2006/08/allkvgram-are-belong-to-you.html
3 http://aidemo.ijs.si/paper_supplement/dali_esw@@ueries.zip
4 http://data.semanticweb.org/usewod/2011/challdrige.



4.2 Ground Truth: Human Judgmentsvs. Access L ogs I nfor mation

We follow the crowd sourcing approach of SemSed@hto obtain relevance

judgments from human users. We give human evalsiaber following task: Given a

qguestion and the answers computed by the systesy, ghould vote for the one
answer, which should be ranked first. Moreoverythigould indicate the confidence
in their choice. We used the number of votes (#s)oter an answer as the ranking
criterion. For each question twenty evaluators hated.

We also propose an automatic way to obtain thergtdruth by using access logs.
We take as the ranking score of a resource the aupnfliimes that resource has been
visited, where #visits is obtained from access.logs

We now discuss the correlation between the rankiesulting from human
judgments and the one based on #visitgure 4shows one example question, namely
“List of boroughs in New York City”. The upper b&ed) shows the percentage of
visits, and the lower one (blue) shows the pergentaf votes this answer has
received. It can be seen that the ranking base#ivamits is almost the same as the
ranking based #votes, especially for the highekednanswers. To quantify this
correlation, we used #votes as the ground truthcamdputed NDCG for the ranking
based on #visits. We obtained NDCG = 0.993 for thigstion, and the average
confidence was 0.675, where 1 is the maximum cenfid, and O is the lowest.
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Figure 4 Percentage of votes and visits for the query "bigioroughs of New York City",
NDCG = 0.993, average confidence = 0.675.

There are also a few questions where the rankiagedon #votes and #visits are
not so similar. For instance for the question “Beak Jewish Canon” the NDCG
score is only 0.57. However, the average user dentie is also lower in this case
(only 0.476). Other questions of this type are “Nanof hijackers in the September
11 attacks”, “Ratt albums” and “Ancient Greek diipgdoms of Cyprus”. All these
questions are relatively specific. We observechsé cases, users indicated relative
low confidence, and the agreement between usetsaslow, suggesting that it was
difficult for them to choose the correct answers.

Figure 5shows the correlations between NDCG scores comdpiotethe ranking
based on #visits, confidence and agreement vahresaich question. By agreement
between users we mean the percentage of votessheawith the highest number of
votes has obtained. We can see that in generahttiéng based on #votes is quite



similar to the ranking based on #visits. More elyadhe average NDCG score is
0.86. For 15 of the 25 queries, the answer withtmotes corresponds to the article
that is most visited on Wikipedia. Further, we e the higher the confidence of the
users, the higher is also the NDCG based on #vials, NDCG based on #visits

correlates with agreement. This means that whers @se confident and agree on the
results, the ranking based on #visits closely nesithe ranking based on #votes.
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Figure 5 Correlations between confidence, agreement and NDili&s

In conclusion, we have constructed a golden stahftarranking by asking users
to vote. The results suggest that for questionsevhaman users can provide correct
answers, this golden standard correlates well thighranking based on #visits. It does
not closely match the standard in a few cases, wtg@present difficult questions for
which the user judgments were also not reliablaisT#visits can be seen as a good
approximation of the ground truth. This has impettanplications because then,
#visits not only can be used as ground truth tduata ranking performance, but also
as a target feature for training the LTR model.

4.3 Systems

As baselines for evaluating the proposed rankingletsy we have implemented
two ranking methods described in the related wdrke first is ResourceRank
(ResRank) [10], which provides a global, query-independétdageRank inspired
ranking score. The second baselib®l) is based on building language models for the
query and results [20]. As discussed, it actualies on a rather query-independent
metric called witness count, which measures théofmativeness” of RDF ftriples.
This count is estimated based on the number oftsesbtained from searching the
Web with the labels of the subject, predicate abgkai of the triple as queries.
Because the number of triples in DBpedia and Yadarge, it was not feasible for us
to submit the resulting search requests. For thgelne, we could obtain results only
for the smaller SWDF dataset. The last one callldlog is considered as an upper
limit baseline, which rank results based on #visithe access logs.

We have implemented several LTR systems basedffanatit features and labels
(target features). In particular, we used the ftifferent categories discussed before,
namely (1) features based on graghtrality, (2) features based @ternal sources,
(3) features based on tiRDF dataset, and (4) theomplete set of all features. Two
target features were used, namely #votes (systsing these labels for training are
denoted by the prefixd_") and #visits (systems denoted by prefix *).



4.4 Evaluation of Learning to Rank

The rankings produced by our LTR models are evatlased on leave-one-out
cross-validation. This means the model is trainedhe data from all queries except
one; then the model is tested to rank the answetsedeft-out query. The procedure
is repeated for each query. For queries on DBpedid Yago, the metrics are
computed using the ground truth obtained from hureealuators. For queries on
SWDF, the ground truth is obtained from access.ldss is because SWDF is too
specific such results cannot be reliably evaludigdpeople who are not domain
experts. The results are computed for each quergrately, and the average values
are summarized imable 1 (detailed experimental results are also avaifable

WikiLog gives best performance which cannot be asspd even when training on
data with human judgments as target feature (roitls pvefix ‘H_’). Moreover, we
notice that the performance of models trained ugiragind truth obtained from logs
(‘L") is actually higher than the performance of medehined using ground truth
obtained from humans. The main reason for thihds many answers get the same
number of votes. This holds especially for the arswwhich get few votes or no
votes at all. Therefore, many pairs of answeré@ttaining data have no or very low
confidence, resulting in much fewer valuable tnainexamples (see Section 3.1). A
possible solution is to ask human evaluators tocdmplete orderings instead of
votes. Clearly, this results in a complex task timaty be not practical for crowd
sourcing. In other words, obtaining training datanf humans is difficult.

Comparing to the baselines we noticed that thequeg models are comparable in
the general domain (DBpedia and Yago). HowevertHerdomain-specific dataset of
SWDF, the improvements are more significant. Furthfer all systems, the
performance in the specific domain case is lowantin the general domain.

External and Complete seem to be better than dtneDBpedia and Yago. For
SWDF however, External performs badly, and Cenyralnd RDF are much better.
We think the weak performance of External in thecsiic domain is because specific
resources rarely appear in n-grams and searchtge€igntrality and RDF, being
specific to the dataset, perform much better. Ceieplhave stable and good
performance in both settings, mainly because ittaina more features which
compensate for each other. Notably, for SWDF, Cetaplwhich contains the weakly
performing external feature set, still comes outhasbest.

Looking at individual features we found that featulike the number of search
results, the number of objects, number of object2@he number of different
incoming predicates @ 2 and the ngram count arengrtite best features for both
DBpedia and Yago achieving NDCG scores of about 0.8

5 Conclusionsand Future Work

We have presented a LTR approach for ranking RDityesearch results that
considers a multitude of query-independent featureese features are particularly

5 http://aidemo.ijs.si/paper_supplement/dali_esw&@¥al.zip



Table 1 Experimental results

DBpedia Yago SWDF
NDCG Spearman NDCG Spearman NDCG Spearman
WikiL og 0.8602 0.5000 0.8602| 0.5000 - -
ResRank 0.8329 | 0.2552 0.8206| 0.3276 0.6808  0.2287
LM - - - - 0.7191 0.2548

H Centrality | 0.7837 | 0.1524 | 0.8035| 0.2751| - -

H_External | 0.8339 | 0.3544 0.8339 | 0.3544 - -

H_RDF 0.8339 | 0.3078 0.7832| 0.1627 - -

H Complete | 0.8322 | 0.2755 0.7999| 0.2955 - -

L_Centrality | 0.8294 | 0.2593 0.8118| 0.3055 0.737¢  0.2868

L_External 0.8380 | 0.3383 0.8380 | 0.3383 0.6149 0.1201

L_RDF 0.8076 | 0.2353 0.8228| 0.2239 0.7401  0.3019

L_Complete | 0.8374 | 0.2861 0.8435 | 0.3510 0.7533 | 0.3160

important in this setting where all results are alyurelevant with respect to the
query. We show that LTR can outperform the bassjiremd the improvement is
particularly large for the domain specific datas&te have analyzed the impact of
individual features on the LTR performance. The plate combination of features
yields high and consistent performance. Surpriginglood results could also be
obtained when only external features derived froenWeb are used.

As future work, we will investigate the use of LT&® ranking RDF results in the
keyword query setting, which will require both quéndependent and query-specific
features.
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