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ABSTRACT 

In this article, we present the first results of a study on the 

personality traits of Lipizzan horses focusing on their fearfulness. 

Applying a specific evaluation approach targeted at small 

datasets, we manage to discover a number of anatomical and 

social properties that are related to horse fearfulness as a main 

factor of horses’ personality in the current research. For 

evaluation purposes the performance of four different 

classification algorithms is compared. Our results indicate that 

Logistic regression and Decision trees achieve the best 

classification accuracy.  Furthermore, the most important features 

for predicting the fear level of Lipizzan horses using a decision 

tree model are presented and discussed. 
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1. INTRODUCTION 
In the modern world, artificial intelligence provides powerful 

tools for solving many issues in various fields of research. The 

problems involving clustering, regression, and classification are 

the most commonly addressed problems in different types of 

biological studies. One of the actual topics of biological research 

where we can use artificial intelligence algorithms is the study of 

the animal personality.   

In our work we are studying the personality traits of horses of the 

Lipizzan breed. Personality assessment can be used to select 

suitable training and weaning methods, choose or breed horses for 

police or therapeutic work, investigate underlying reasons for 

development of behavioral problems or assess how an unknown 

horse might react to a new or aversive situation or stimuli. 

According to a research study on animal behavior [1], it is 

possible to improve performance and horse welfare by identifying 

the right match between the horse’s temperament, its rider’s 

personality, housing conditions, management and by choosing the 

appropriate activity for an individual horse. 

Number of experiments demonstrate that anatomical features may 

be associated with personality traits and behaviour in animals, 

mainly due to domestication and selection process that affected 

animals’ morphology and personality. We can find a confirmation 

of this in Belyaev’s domestication and selection experiment on 

foxes [2], also there is research on a number of species such as 

pigs and cattle [3], dogs [4], and horses [5]. The pilot results have 

shown the first rigorous evidence for the connection between 

behaviour, heart rate and anatomical characteristics (head and 

body) [6]. We therefore assume that various properties, such as 

anatomical and biomechanical as well as social environmental 

measurements, give us valuable objective insights to predict 

personality traits of Lippizan horses with an emphasis on 

fearfulness. We believe that this improved knowledge will help us 

understand the horse-human relationship, the complexity of 

animal personality in general and in relation to humans, as 

humans and horses share many emotional processes [7]. 

The main contribution of this research is assessment of the 

importance of different properties for predicting fearfulness of a 

horse as indicated by different traditional machine learning 

algorithms. 

 

2. RELATED WORK 
A number of animal studies researchers have tackled the topic of 

animal personality. Animal personality could be defined as 

temporally stable inter-individual patterns of affect, cognition, and 

behavior [8]. Gobbo and Zupan [9] in their study on dogs state 

that analysis of animal personality traits is closely linked to the 

safe human-animal interaction and animal’s everyday behavior. 

Moreover, Buckley et al. [10] reported that personality of a horse 

should be considered as an important attribute and a key issue in 

horse health and performance. The most important personality 

trait in relation to human-horse relationship is suggested to be 

fearfulness [11]. 

In animal behaviour, machine learning approaches address 

specific tasks, such as classifying species, individuals, 

vocalizations or behaviours within complex data sets [12]. 

Machine learning has been used for clustering observations into 

groups [13] and for classification of animal related data [14]. 

In our work, we apply data mining and machine learning on the 

Lipizzan horse’s dataset with broad anatomic, social, and 

biomechanical characteristics. In addition, the dataset used in the 

current research contains a small number of data points and 

requires using evaluation techniques for small datasets.  

Similarly, to other related work approaches, we apply traditional 

machine learning classification methods for assessing a horse’s 

personality and understanding which horse properties are the most 

important when predicting the fearfulness of a horse. Specifically, 

in our research, we investigate how feature selection method can 

influence the classification results for fear level prediction in horses.  
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3. PROBLEM DEFINITION 

3.1 Data sources 

For our study, we use a unique dataset that we have created and 

which contains anatomical measurements, biomechanics 

characteristics, housing conditions and fear score of Lipizzan 

horses. Based on our experience as experts in animal studies, we 

have collected and organized the data in four parts. 

The first part contains age, gender, front, left and right (both sides 

need to be measured, because they are not identical [15, 16]) 

anatomical measurements of the horse head (FH) and body (FB). 

The second part contains the results of a study on the 

biomechanics of the Lipizzan horses. Biomechanical data were 

collected twice for two types of horse gaits, walking and trotting, 

so the table contains some redundant data. We have converted the 

table, so that the trot and walk data are separated by traits for each 

horse and can be used for modeling. The third part lists the 

conditions of keeping horses, such as the availability of pastures, 

the openness of stalls, the number of stalls, as well as equestrian 

activities, training and work of horses. The fourth part contains 

the results of fear test battery performed on each horse. 

In our study, the explorative hypothesis is that anatomical-

biomechanical-social properties of a horse may act as good 

indicators of fearfulness. We have many features describing 

different parameters of horses on the one side, and we have a horse 

fearfulness score on the other side, so we can use supervised 

machine learning methods to predict the horse’s fearfulness levels. 

 

3.2 Labeling data for the classification task 

To label our dataset, we have had to transform a very complex 

fear rating table. During the experiment, two repetitions of each of 

the four fear tests of the individual horse have been carried out.  

We have compared the sum of the four scores of the first 

repetition (each score per individual fear test and a horse) with the 

sum of the four fear scores of the second repetition, and it turned 

out that the horses habituated to stimuli between the two 

repetitions (see Figure 1).  

 
Figure 1 Comparison graph between two repetitions of fear 

tests. 

We have made the decision to take the maximum value of the two 

sums in order to eliminate the habituation element. The task of 

classification assumes that the data is divided into classes, that’s 

why we have found the average value of fear score, which was 

10.75, and labeled the fearfulness variable with binary values as 

follows. If a horse has an above-average fear rating, then it 

corresponds to a value of 1 (class 1) - a fearful horse, if lower, 

then 0 (class 0) - a fearless horse. In this way we obtained a fairly 

balanced dataset, in which there are 13 fearful horses and 11 

fearless horses (see Figure 2). 

  
Figure 2 Visualization of the division of horses into two classes 

according to the level of fear. 

 

4. METHODOLOGY 

4.1 Data preprocessing. 
Like almost all biological data, this dataset is very small, with 

only 24 instances, but more than 120 different features. This is a 

rather complicated case, because the number of features is 5 times 

larger than the number of instances. We conducted a correlation 

analysis using the Spearman coefficient which will allow us to 

reduce the dimensionality of the data. Analysis of our dataset has 

shown that some features have a high correlation coefficient 

(Figure 3).  If correlation coefficient is more than 0.8 (the 

threshold value was set by experts) we can remove one of the two 

strongly correlated features from the dataset. Since the correlation 

matrix is symmetrical, we considered only the lower part under 

the main diagonal to avoid confusion. 

 

Figure 3  An illustrative fragment of the correlation matrix. 

 

4.2 Evaluation method 
For very small datasets, as in our study, we should find a suitable 

approach to evaluate machine learning models. We can use a 

special case of cross-validation Leave-one-out cross-validation 

(LOOCV) [17]. LOOCV is a type of cross-validation approach in 

which each observation is considered as the test set and the rest 

(N-1) observations are considered as the training set. In LOOCV, 

fitting of the model is done and predicting using one observation 

test set. Furthermore, repeating this N times, so each observation 

is taken once in the test set. This is a special case of K-fold cross-

validation in which the number of folds is the same as the number 

of observations (K = N). 



 

4.3 Classification methods 
There are many machine learning algorithms suitable for solving 

the classification problem. We decided to take several different 

algorithms starting with Logistic Regression and Support Vector 

Machine as a simple model [18], Decision Trees and Random 

Forests.  

For the completeness of the experiment, we have trained all the 

algorithms with the different sets of features (see follow bulleted 

list). The main results are presented in Table 1.  The rows of 

Table 1 present different algorithms used, while the columns 

reflect feature selection methods: 

- AllFeatures (120 features): removal of correlated features is 

not performed  

- Removed LeftCorr (89 features): anatomical measurements 

from the left side of the horse head or body that correlate to 

the correspondent right side measurements are removed 

- Remove RightCorr (89 features): anatomical measurements 

from the right side of the horse head or body that correlate to 

the correspondent left side measurements are removed 

- Removed LeftCorr+ (85 features): anatomical measurements 

from the left side of the horse that correlate to the 

correspondent right side measurements are removed + 

anatomical measurements from the right side of the horse 

that correlate to other left side measurements are removed 

- Remove RightCorr+ (85 features): anatomical measurements 

from the right side of the horse that correlate to the 

correspondent left side measurements are removed + 

anatomical measurements from the left side of the horse that 

correlate to other right side measurements are removed 

Table 1 The accuracy of prediction of the horses' fear level of 

the different algorithms with different sets of features. 

 

As shown in Table 1, the best result has been obtained by Logistic 

Regression and Decision Trees.  

If we look at the Logistic Regression coefficients, we find out that 

only one feature from 120 was chosen as significant and it is 

“Number of boxes” that means how many boxes were in the 

stable where the horse was housed. The number of horses housed 

in the same stable represents the horse's social environment, 

which may really affect its fearfulness.  

In comparison to the other tested methods, Support Vector Machine 

and Random Forests show the lowest classification accuracy. 

Looking at Decision Trees, the classification accuracy is higher 

than 0.7 for all sets of features. We can notice the difference in 

performance based on anatomical features. Removing the right 

correlated features gave better result than removing the left 

correlated features. Left measurements appear to be more 

significant for prediction in this model. We obtained the highest 

accuracy with Decision Trees (0.83) when we removed right 

correlated features + (Removed RightCorr+). 

 

Figure 4 Confusion matrix by Decision Trees. 

Figure 4 presents for Fearful (class 0) and Fearless (class 1) 

classes confusion matrix by Decision Trees.  

In order to assess the learning outcomes of all models, we used 

LOOCV algorithm. We have noticed that the models during 

training chose different features as important in each validation 

step. In the following Table 2 we can see the most important 

features (see Figure 6 for more details) for the Decision Trees 

model and how many times they were chosen during the entire 

experiment (24 steps). 

Table 2 The most important features for predicting the fear 

level of Lipizzan horses using a decision tree model (LOOCV). 

Feature name Numbers of times 

Number of boxes 24 

FB10L 23 

FH03 21 

FH04 18 

Once we evaluated the decision tree model using the LOOCV 

algorithm and understood its performance, we were able to train 

the model on the full set without splitting it into a training and test 

set to obtain the most important features affecting the target 

variable (Figure 5). 

 

Figure 5 Decision Tree Classification feature importance score 

calculated for the complete dataset. 

In our research, based on a small data sample of Lipizzan horses, 

we have been able to find out that social (Number of boxes) and 

anatomical (FH03, FH04, FB10L) features influence the fear 

score. We marked with the red lines the most important features 

on the Figure 6. 



 

 

Figure 6 The most important measurements which can impact 

fear level of Lipizzan horses. 

Figure 7 presents the Decision Tree obtained by the training the 

model on all available examples. In our study we have used the 

criterion Gini Impurity to help to choose the optimal split of the 

decision tree into branches. 

 

Figure 7 Decision Tree trained on all the examples 

 

5.  CONCLUSION AND FUTURE WORK 
In this article, we have demonstrated some approaches to 

assessing and predicting the level of fear in Lipizzan horses. The 

experiments indicate that in the case of left and right anatomic 

features being correlated, removing the right features gives 

slightly better results.  

We have found that social and anatomical features can explain the 

fearfulness level as a factor of horses’ personality. 

The future work will include the research with extended data set 

as well as exploring additional relevant features. 
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