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ABSTRACT
In this paper, we explore the use of text mining techniques
for translation memory maintenance. Language service provi-
ders often have large databases of translations, called trans-
lation memories, which have been in use for a long time -
leading to a slow population of the translation memory with
other domains (i.e. adding financial content to a medical
translation memory). To our best knowledge, no tools exist
that would effectively separate the content of a translation
memory according to different domains. Having the ability
to extract individual domains from low-quality translation
memories could mean a significant benefit to language ser-
vice providers looking to utilize modern translation meth-
ods, such as machine translation and automated terminol-
ogy management. In the first stage, we used OntoGen, a
semi-automatic ontology building tool which uses text min-
ing techniques, to separate the segments in the translation
memory according to domains. In the second stage, we
wanted to test whether we could use the domains defined
in the previous stage to build classification models - effec-
tively using them as class labels in place of the costly and
time-consuming manual annotation of segments.
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1. INTRODUCTION
In the translation industry, language service providers (LSP)
often offer a guarantee to their customers that they will
never have to pay twice for the translation of the same text.
In order to do so, they have come up with a way of saving
and re-using past translations to reduce costs and offer dis-
counts. Starting in the 1970s and 1980s, translation compa-
nies began using translation memories which are essentially
databases of bilingual segment pairs (source text – target
text) along with some metadata. Whenever a new docu-
ment is received for translation, it is leveraged against the

translation memory for “exact” and “fuzzy” matches and the
results are used to calculate the final price of the transla-
tion. This technology really took off in the 1990s and today
virtually every language service provider on the market uses
some kind of a translation memory to store translations.

In theory, the translation memory concept involves the use
of metadata to clearly mark the segments belonging to dif-
ferent domains and/or customers. However, metadata are
often not added due to time pressure or other issues and the
information about the domain or customer is lost. With-
out this information it is difficult to reuse the translation
memories for machine translation and/or terminology man-
agement. Finally, the quality of a translation memory can
also degrade over the years because segments may get ac-
cidentally stored in the wrong translation memory (the do-
main of the segments is not the same as the domain of the
translation memory).

In this paper, we analyze one such translation memory used
by the translation company Iolar to see whether we could use
text mining techniques to extract domains and clean low-
quality translation memories. We used OntoGen [4] topic
ontology editor to separate the dataset into distinct domains
and then used these domains for text classification in Weka
[5].

Ontology learning is a well-researched area with researchers
using various techniques, such as natural language process-
ing([10]), machine learning ([13]) and information retrieval
([3]). The same can be said of using machine learning for
text classification (for example, [11], [9] and [7]). On the
other hand, research into using data mining techniques for
translation memory maintainance is scarce with most au-
thors focusing on spotting low-quality individual segments.
Barbu [1] uses several machine learning algorithms to spot
false segment pairs in translation memories, Sabet et al. [6]
describes a system for unsupervised cleaning of translation
memories without labeled training data based on a config-
urable and extensible set of filters, and Nahata et al. [8]
defines a set of rules for a rule-based classifier which is in
turn used to find low-quality segment pairs. A more recent
topic that serves a similar purpose is quality estimation of
machine translated segments. For example, Specia et al.
[12] describe a system that tries to predict the quality of
machine translated segments using machine learning.



2. DATA DESCRIPTION
The translation memory analyzed for this article has been
in use for almost 15 years and contains parallel translation
segments in English and Slovene. Initially, it was meant to
store Marketing, Legal and Financial translations, but over
the years various other domains have been stored in this
translation memory. In addition to the three domains men-
tioned above, this translation memory also contains a large
chunk of IT-related segments, such as user interface strings,
user assistance texts and technical documentation of vari-
ous IT devices (printers, scanners, monitors etc.). Given
the content of these documents, we expect to see some over-
lap between domains – for example, a printer user manual
will typically contain some legal information as well as some
marketing-like language.

3. EXPERIMENTS
The most obvious way to go about this task would be to
manually annotate a dataset from this translation memory
and then use it to train a classifier. However, manual an-
notation is time consuming and costly, so we first utilize
OntoGen [4], a semi-automatic and data-driven ontology ed-
itor focusing on editing of topic ontologies, and then use the
resulting ontology topics for building a text classifier that
could be used for other translation memories and documents.

3.1 Preprocessing
The first step involved extracting the segment pairs and fil-
tering them. The Slovene segment parts were discarded be-
cause only one language is needed for this task. English was
chosen because it is the source language in this translation
memory. The TMX file contained 247,103 English-Slovene
segment pairs. To cut down on the noise and remove the
segments most difficult to classify, we decided to remove all
segments with less than 8 words leaving us with 121,593
segments.

3.2 Ontology creation
The selected segments were saved in a Named Line-Documents
format suitable for OntoGen. Given the size of the file, the
processing in OntoGen was slow-going. We tried various ap-
proaches in OntoGen and finally settled on using k-means
clustering (with k=10) functionality to generate various sets
of segments corresponding to different keywords and then
manually group them into meaningful domains based on our
translation experience with this translation memory.

After experimenting with various ontology building tech-
niques in OntoGen, the following topic ontology was con-
structed (followed by the number of documents in parenthe-
ses): IT (51,247) (subdivided into ITGeneral and User Inter-
face), Marketing (11,567), Financial (12,987), Legal (42,163)
(subdivided into Contracts, Tenders and IT Legal1).

A graphical representation is shown in Figure 1.

3.3 Classification
In the final step we exported the domains from OntoGen,
attached them to their corresponding segments and loaded

1This group contains segments from privacy policies and
license agreements of various software applications

Figure 1: Ontology visualization: 4 main domains
are extracted (Financial, Marketing, IT, Legal) with
two of them having additional subdomains

the data into Weka machine learning toolkit. We tested var-
ious machine learning classification algorithms (Näıve Bayes
Multinomial, SVM, J48) to find which one gives the best re-
sults. 10-fold cross-validation was used for all experiments.
We applied Weka’s StringToWordVector filter and used a
stoplist (300 most frequent words from the BNC [2] corpus)
to filter out the most common words.

In the first phase, we have both topics and subtopics – where
a subtopic existed, we glued the topic and subtopic together
to get a distinct class. This means we had 7 distinct classes:
ITUserInterface, ITITGeneral, Financial, Marketing, Legal-
Contracts, LegalTenders, LegalITLegal.

In the second phase, we used only the main topics – meaning
that 4 classes were used: IT, Financial, Marketing, Legal.

Because the original dataset was fairly large (more than
100.000 segments), we had to significantly reduce it in order
to be able to complete the calculations in Weka in reasonable
time. However, we couldn’t just take the first n segments,
because the different topics were not uniformly distributed
across the dataset. Therefore, we took every 10th segment,
leaving us with a dataset of about 10,000 segments.

Tables 1 and 2 contain information about the performance of
the three classifiers mentioned in section 3.3. For a detailed
analysis see section 4.2.

4. EVALUATION AND INTERPRETATION
OF RESULTS

When one evaluates the results of the hierarchical clustering
by OntoGen and classification, one should bear in mind that
in many cases no clear boundaries between domains exist.
This was to be expected on the one hand due to the short
length of the documents, and on the other due to the seg-



Table 1: Classifier performance with 7 labels (accu-
racy of the ZeroR classifier for the majority class =
0.349)

J48 SMO NB Multinomial
Accuracy 0.511 0.495 0.583
Precision 0.507 0.483 0.581
Recall 0.511 0.495 0.583
F-measure 0.472 0.483 0.580

Table 2: Classifier performance with 4 labels (accu-
racy of the ZeroR classifier for the majority class =
0.406)

J48 SMO NB Multinomial
Accuracy 0.597 0.619 0.671
Precision 0.615 0.608 0.678
Recall 0.597 0.619 0.671
F-measure 0.576 0.610 0.673

ments that are very difficult to assign to a single domain,
for example:

• The system must support operation of the HSM system
and the archiving of files even if the file system operates
in the Windows cluster.

• The latest Windows operating systems have a firewall
built in.

The first sentence comes from a tender document, while the
second one comes from an IT user manual. Even for a human
annotator, this would be a difficult task and we would most
likely see low levels of inter-annotator agreement.

4.1 Ontology creation
To evaluate the results of ontology creation in OntoGen,
we extracted 50 random segments for all 7 topics/subtopics,
manually annotated them and compared the results.

Overall, a precision of 0.81 is quite good considering that
we are working with sentences which are difficult to classify.
It is also important to not lose sight of the fact that there
can be some overlap between the topics and that certain
sentences cannot be adequately classified into any of the
available topics. The overlap between the various topics
causes a certain degree of ambiguity, but we believe that

Table 3: Manual evaluation of the ontology results
on 50 segments per domain

Topic Precision
Financial 0.76
ITGeneral 0.80
ITUserInterface 0.86
LegalContracts 0.80
LegalITLegal 0.86
LegalTenders 0.78
Marketing 0.80
Average 0.81

the precision is high enough to use the topics extracted in
OntoGen as class labels for building a classifier.

4.2 Classification
The results of the classification with 7 labels are not promis-
ing. The performance of all classifiers does exceed the ma-
jority class classifier significantly, but the accuracy is not
high enough for production use (close to 60% for the best
performing classifier). Looking at the confusion matrix in
Figure 2, we can observe that the ITGeneral topic overlaps
with quite a few other topics and is the largest culprit for
the low performance. A significant part of the false pos-
itives originate in the ITGeneral topic for all topics apart
from Financial and LegalContracts (class c and e in Figure
2). These two topics also have the highest precision (0.688
and 0.668, respectively).

Figure 2: Confusion matrix of the Näıve Bayes
Multinomial classifier - 7 labels

When we focus only on the main 4 labels, the results are
better. Näıve Bayes Multinomial is again the best perform-
ing classifier with its accuracy reaching a little over 67%.
Looking at the confusion matrix in Figure 3, it is evident
that the first 3 labels perform significantly better than the
last one. Indeed, the precision of Legal, IT and Financial is
around 0.7, while that of Marketing is just a little over 0.4
(for detailed results see Table 4).

Figure 3: Confusion matrix of the Näıve Bayes
Multinomial classifier - 4 labels

Precision Recall F-measure
Legal 0.713 0.644 0.677
IT 0.711 0.746 0.728
Financial 0.685 0.646 0.665
Legal 0.418 0.508 0.459

Table 4: Detailed performance of the Näıve Bayes
Multinomial classifier

The largest issue that we have not been able to overcome
in this analysis is that a huge chunk of the segments in this
dataset are IT related – this is especially true of the Market-
ing and certain Legal segments (e.g. terms of use, privacy



statements or press releases or advertising material for IT
devices) which means that it is often difficult to differenti-
ate between a Legal/Marketing segment and a regular IT
one. This issue is very clearly seen in the confusion matrix
in Figure 3. In contrast, the Financial segments have no
immediate relation to any IT content making them a much
more distinct category.

5. CONCLUSION AND FUTURE WORK
This paper tries to determine whether text mining tech-
niques can be used to facilitate translation memory main-
tenance in a language service provider environment. Given
the fast-paced nature of work in the translation industry,
it is only natural that the quality of translation memories
reduce over time. Even if they are perfectly designed, noise
will inevitably be introduced leading the reduced usefulness
for other language applications.

At the outset, we had two questions: 1) whether OntoGen
can be used to divide the content of a particular low-quality
translation memory, and 2) whether the resulting topics can
be used as labels to build a classifier for other translation
memories and documents. The main reason was to find a
shortcut for manual annotation which is costly and time-
consuming.

We successfully managed to build an ontology, but the bound-
aries between some topics were relatively vague. One reason
for this is that we had to deal with sentences – as opposed
to larger chunks of text – which are difficult to classify. The
second issue was the fact that many of these topics were in
fact inter-related and some of the segments could have eas-
ily been classified in more than one domain. In particular,
the Legal, IT and Marketing domains are closely related,
because a lot of Legal and Marketing segments originated
in IT-related translation jobs. One could argue that the IT
and Marketing domains could be combined into one cate-
gory, since there is so much overlap, however from a strictly
translator’s point of view it makes sense to have separate
categories, because different translation strategies are nor-
mally used for marketing (i.e. press releases) and general IT
(i.e. user manuals, help articles) translation jobs.

The results of the ontology creation were promising with
manual evaluation (see Table 3) showing that around 4 in 5
strings were assigned a correct label. However, the picture
was much less clear when it came to building a classifier.
It turned out that the full ontology was too complex for
the classification algorithms used in this paper (see Section
4.2). When we used only the four main topics as labels, the
results started approaching acceptable with an accuracy of
67% (compared to 0.406 as majority class). We would still
ideally like to see the accuracy breaking the 75% or 80%
barrier.

In the current state, the classifier is not accurate enough
to be used in production. However, when there are rea-
sonably clear boundaries between topics in OntoGen, the
resulting labels can be successfully used – as evident by the
performance of the Financial label. This is in itself a useful
achievement, because there is currently no way to export
just the finance-related segments from the translation mem-
ory. An obvious route to better classification performance

would be to use just those topics that are clearly separated
from the other parts of the dataset.

In terms of future work, we will explore text classification
on manually annotated high quality translation memories.
Finally, an interesting route would be to utilize domain ter-
minology to enhance highly domain-specific terms assigning
higher weight to terminological features.
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