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ABSTRACT
Data collected from mobile phones can be used to uncover
underlying social network dynamics and individual’s behav-
ioral patterns. Based on a Call Details Records dataset, we
build a weighted, directed network and analyze it’s proper-
ties. In addition to node-level network measures we extract
an extensive consumption and mobility-based feature set.
We show that extracted network and consumption features
can be used to model individual’s risk profile.
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1. INTRODUCTION
The Call Detail Records (CDR) dataset is a relatively stan-
dard dataset obtained by mobile phone operators. One
record in the CDR dataset corresponds to a communication
event between two mobile phone users and includes time
stamp, type of event (call, text), direction (in- or outgoing)
etc. This data type reveals behavioral patterns that can be
used to identify user’s personality [2], spending habits [11]
or socioeconomic level [5]. Here, we are interested in using
the data to build each client’s risk profile; in particular, we
attempt to use this data to predict user defaults. To this
end, we focus our analysis around whether the clients phone
number was blocked at the end of month (indicating issues
potentially related to the defaulting behavior), using this
data to label clients as good or defaulted. The dataset used
is completely anonymised.

Structure of the rest of the paper is as follows: Section 2
presents characteristics of the network built from the CDR,
Section 3 describes feature extraction, Section 4 presents
probability of default models and their evaluation and Sec-
tion 5 concludes the paper.

2. NETWORK PROPERTIES
As the first step in analyzing the dataset and gaining an un-
derstanding of how the users operate we define the structure
of the network. Here, we treat the mobile data set as a so-
cial network where each node is an individual and each edge
represents a connection between them and another individ-
ual. Wherever possible, we use weighted, directed edges to
preserve the strength of the connection between individuals
[4]. Weights are assigned based on the frequency of outgo-
ing communications between the source node and the target
node. Where applicable, we use this metric to define the dis-
tance between two nodes as wavg/wi→j where wavg is the
average weight of all connections in the network and wi→j is
the weight of the connection between the source (i) and the
target (j) [6]. Wherever it is not feasible to use a weighted
edge scheme, we create an unweighted graph using a cutoff
to define how many outgoing communications from one node
to another constitutes a connection (ie we use the frequency
to define whether a connection exists at all, and all connec-
tions are still directed but have equal weight) [5]. Using a
low cutoff introduces a lot of noise into the system and is
less representative of a true social network as many of the
edges are too weak to accurately indicate a social connection
between two individuals, but choosing too high of a cutoff
restricts the network and discards potentially valuable data
connecting nodes and communities together.

Using these methods, our data set translates to a network
with a giant component comprising 99.14% of the it. Of
course, the number of edges and size of the giant compo-
nent decreases quickly when the unweighted cutoff scheme
is used (Fig. 1). The size of the giant component decreases
linearly with increases in the cutoff, while the decrease in
the number of edges levels off as a power law with γ ≈ 0.75.
The degree distribution also changes slightly with the cutoff
than without; in both cases the distribution has a fat tail
that is well approximated by a power law, but the expo-
nent increases with a larger cutoff. For the general case of
the weighted edges with no cutoff, the power law tail has
an exponent of γ ≈ −4.3 while with a high cutoff such as
thirty the power law tail exhibits an exponent of γ ≈ −6
(Fig. 2), both in general agreement with prior work on mo-
bile network data [5, 7]. Similarly, the distribution of node
strengths (defined as the sum of the weights of its adjacent
edges) also exhibits a heavy tailed decay as expected [7].



Figure 1: (a) The size of the giant component G as it decreases linearly with higher cutoff criteria to form an edge between
two nodes. (b) The total number of edges in the system decreases as a power law with γ ≈ 0.75.

Figure 2: (a) The degree distribution for various cutoff criteria to create an edge between two nodes. As the cutoff increases,
the peak of the distribution shifts left until it peaks at zero. (b) The same distributions on a log-log scale to highlight the
power law tail of the distributions. Shown here are the two extreme cutoffs tested in order to highlight the increase in the
gamma value for higher cutoffs.

Additionally, we study the distribution of some higher level
node based measures such as reciprocity[14], which is sur-
prisingly low. Without a cutoff only 38.65% of all links are
reciprocated, while higher cutoffs increase the fraction of re-
ciprocated links up to a maximum of only 41.57% when the
cutoff is fifteen. We further measure the reciprocity using
the weighted network scheme by defining the weighted reci-
procity[12, 13] as Rij = |wij − wji|/(wij + wji). Using this
metric, the network shows an average weighted reciprocity
of only .3235, further indicating the low reciprocity of the
network.

Finally, we use node centrality to measure how the nodes po-
sition themselves in within the communication paths across
the network (nodes with high centrality are most likely to
connect communities and therefore are very important to
the study of how risk patterns propagate across the net-
work). For this purpose, we utilize the closeness central-
ity[1, 10, 3], a node level measurement that utilizes the
shortest paths across the network to identify where nodes
lie in the network structure. Specifically, it is a ranking
of the distance from the node in question to every other
node, defined as CC(i) = (N − 1)(

∑
i 6=j dij)

−1 where CC is
the closeness centrality and dij is the length of the shortest
path between nodes i and j (assuming a path exists). Un-
fortunately this measure only works on connected graphs,
so to analyze the full unconnected graph, we also study
the harmonic closeness centrality[9, 8], defined instead as
CH(i) = 1

n−1

∑
j 6=i

1
dij

. As seen in Fig. 3, the closeness

centrality has a tightly grouped, high density of relatively
high values. This implies a very well connected graph such
that the shortest path between any two nodes is low. This
can further be seen via the harmonic centrality, which also
has a relatively low density of low scoring individuals even
with the inclusion of nodes not within the giant component.
This implies that even the nodes that are not connected to
the giant component tend to form small, tightly connected
communities of their own.

3. FEATURE EXTRACTION
After understanding the network dynamics, our aim was to
build individual’s behavioral patterns. For that reason we
extracted from the CDR three types of behavior-related fea-
tures: individual’s consumption, social network and mobil-
ity. Some of the features were extracted for different time
window (e.g. per day, per week, hour of day), separately for
incoming and outgoing events and/or separately for event
type (call, text). We also added another more technical cat-
egory which relates to individual’s position in the underlying
network. Together, more than 6000 features were extracted.
Each category is described in more detail below.

1. Consumption features: These features are related to
individual’s usage of the mobile phone. We extracted
for each individual the number of all calls, number of
all texts, total duration of calls, average duration of
calls, average time between consecutive events.

2. Social network features: This type of feature focuses



Figure 3: Distribution of closeness and harmonic central-
ity scores across the network where higher scores indicate a
more central position in the network. The closeness central-
ity only considers nodes in the giant component (and the
distribution is therefore only calculated for those nodes).
The harmonic centrality includes all nodes in the network.

on the number of contacts and reciprocated events:
the number of unique contacts, the number of con-
tacts with which individual exchanges on average at
least 5 texts per week / 2 calls per week, the number
of reciprocated call events, the median time between
reciprocated call events, and the median time to an-
swer text.

3. Mobility features: These features that are based on
used BTS tower location and include the average daily
radius of gyration, the average distance traveled per
day of week, the popular cell towers that sum up to
90% of records, and the average number of unique cell
towers used per week.

4. Node level network measures: These features all rely
on the individuals location within the social network
built off of their usage statistics. The details of these
metrics are discussed in Section 2, and represent each
nodes level of importance to the overall social network
as well as how deeply embedded the individual is.

3.1 Geographic analysis
Geographic analysis was performed to help us with the spe-
cific goal of building individual’s risk profile. Analyzing ge-
ographic features requires a definition of their location that
considers that most people connect to many different cell
towers over the course of a three month period. For our
purposes, we use each user’s top two most used cell towers.
We assign an individual to both their most used and second
most used towers to account for the likelihood that a user
will spend large amounts of time both at their residence and
their workplace. From there we analyze the number of peo-
ple that exhibit default behavior for each tower or district
and identify high risk geographic regions. Based on that
analysis we calculated empirical probability of default for
each cell tower. These probabilities were used as two addi-
tional features, one for each of the two most commonly used
towers of each user.

4. MODELING

Our aim was to model probability of default for each client
based on extracted phone usage patterns and node-level net-
work measures. We present the results of fitting several lin-
ear regression models with varying parameters. Features
that are described in previous sections were used for mod-
eling, and all features were normalized to standard score
(z-score). We divided our dataset into train- and test set in
70:30 ratio.

We started with a linear model (labeled as glm-6 in Figure
4) that was based only on six predictor variables: frequency
(corresponds to the node’s strength), duration (of user’s call
events; sum), degree, harmonic centrality and the two ge-
ographic (cell tower PD) variables. We chose with these
features because we believed that they carry a lot stronger
signals in contrast to the other 6048 features. The p-value
is < 0.01 for all, except for duration, which has a p-value of
0.97. Overall this implies that network measures are good
predictors for default behavior.

4.1 Principal Component Analysis
Further, when dealing with larger amount of features (6048)
principal component analysis (PCA) was performed on the
train set for feature space reduction. PCA is a method
that decomposes the feature space into principal compo-
nents (eigenvectors) and also provides information about
how much variance in the data each component explains.
Selection of a subset of PCA components reflects a trade-off
between 1) model simplicity (we want to include a moder-
ate number of features in our models) and 2) total variance
explained by the component subset. All features were sub-
jects to PCA, except for the 6 features that were used in
glm-6 model described above. Those were added to models
in their original (but standardized) form.

We ordered the obtained PCA components decreasingly by
explained variance of the data. The first component explains
20% of the variance, the second 7%, the first ten components
together 37%, first thirty together 42%, and first five hun-
dred sum up to 66%. We then created two linear models
based on reduced feature subsets: first, using 30 PCA com-
ponents and second, using 500 components (pca-30 and pca-
500 in Figure 4). Because many variables in pca-500 have
large p-values, we fitted another model that didn’t include
those variables with p-value ≥ 0.5 (pval-05 ).

4.2 Oversampling
Only about 0.25% of users in the underlying dataset exhib-
ited default behavior, which makes the dataset very unbal-
anced. For that reason, we implemented a simple oversam-
pling method on train set: we multiplied defaulted users
(and their features) by 20. The model using this method,
oversampled-20, is also presented in Figure 4. Surprisingly,
the oversampled dataset not only does not improve perfor-
mance, but can be seen to provide slightly worse results than
the originally unbalanced dataset.

4.3 Evaluation
Model comparison is presented in Table 1. We can see that
at 95%, the level recall is high, up to 0.91 for both mod-
els based on 500 PCA components. Precision is low for all
models due to the unbalanced dataset, but even with that
drawback, our models still perform far better than random
models.



Model random glm-6 pca-30 pca-500 pval-05 oversampled-60
Recall 0.05 0.13 0.79 0.90 0.91 0.86
Precision 0.003 0.007 0.042 0.049 0.049 0.046

Table 1: Recall and precision at 95% level for each of the models presented in Figure 4.
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Figure 4: This graph presents prediction results on test set
of the fitted models. y-axis corresponds to the false neg-
atives (clients, that we’re labeled as good but really de-
faulted), while x-axis corresponds to false positives. Re-
sults are shown for probability thresholds 0 − 1 with step
0.01. pca-500 (purple) is to great extent covered by pval-05
(green) since both models provide very similar results.

5. CONCLUSION
This paper presents an analysis of a mobile phone data us-
ing a social network representation and various prediction
models to understand default patterns. The analysis on the
underlying network reveals a large giant component such
that most nodes have at least some path to any other node
in the network. Further, both the nodes within and without
the giant component exhibit relatively high centrality scores;
meaning that nodes are form tightly connected communities
such that the path between nodes is generally quite short.
Further, many nodes have a high degree and the degree dis-
tribution exhibits a heavy power law-like tail. Using many
of these properties as features, we were able to make even
more accurate predictive models of default.

Our model evaluation shows that there are many variables
that carry weak signals about user behavioral patterns that
have a strong predictive power when aggregated together.
The unbalanced nature of the dataset makes the fitted mod-
els have a high recall but low precision, yet they strongly
outperform the random model in both measures.

There is still a lot of space for improvement in the model-
ing including testing more complex oversampling methods,
fitting additional models (SVM, LASSO, ANN), and includ-
ing additional node-level network measures and community
detection analysis.
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