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ABSTRACT 

In this paper we study the problem of guessing what search 

query the user intends to type into a search engine based on 

the first few characters of the query, also known as prefix 

based query auto-completion. We train and evaluate two 

personalized auto-completion models on search logs from an 

online news portal. The personalization comes from using 

demographic and location information specific to the user. 

Our experiments show that we can guess the query the user 

intended to type and rank it among the top three suggestions 

over 75% of the time. Moreover, the methods described can 

decrease the number of keystrokes by about 40%, thus saving 

the user a lot of typing. 

1. INTRODUCTION 
Search has certainly become one of the most frequently used 

computer applications. Keyword search got established as the 

standard way to do search on the internet. Although keyword 

search may have its disadvantages, it is appealing to a wide 

variety of users because it is a very fast and easy to use form of 

search. One feature which further contributes to the usability of 

search engines, and which most of the search engines nowadays 

have, is query auto-completion. Query auto-completion consists 

of the search engine trying to guess what query the user intends to 

type before the user finishes typing the query. Most often query 

auto-completion is prefix based, which means that while the user 

types the beginning of the query, like for instance ‘mo’, the search 

engine suggests possible continuations like ‘morning’, ‘mother’, 

‘monastery’, ‘moon’, etc. The main goal of query auto-

completion is to save time so that the user does not have to type 

the full query but can choose from the suggestion instead. Such a 

timesaving feature is always convenient, but it is a must-have 

especially on mobile devices where the keyboards are often small, 

slow and awkward to use, and typing a query can take a lot of 

effort [1]. With the large increase in usage of mobile devices, 

auto-completion becomes more and more important and has 

turned into a necessity, rather than a mere convenience.  

Because the main goal of query auto-completion is to save time, it 

has to satisfy two important requirements. First, the search engine 

should try to guess what the user wants to type after just a few 

characters in order to save the user as much typing as possible. 

Secondly, the suggested queries should be sorted such that the 

query the user most likely intended to type is at the top of the list. 

This is to prevent the user losing the time which he gained in 

typing, to search through the list of suggestions. A user study on 

mobile search [2] shows that query auto-completion is very 

appreciated by the users who select a correct suggestion about 

90% of the time. This user study also shows that query suggestion 

increases the cognitive load of a user which results in a 30% 

increase of time needed to type the query. This means that the 

number of keystrokes saved due to auto-completion has to be high 

enough to make the tradeoff worthwhile. 

The most straightforward way to satisfy the requirements of query 

auto-completion is to suggest past queries which begin with the 

given prefix, and sort them by popularity. In this paper we explore 

ways of improving on this simple idea. We focus our attention on 

news search and will try to accomplish better query auto-

completion by tailoring the ranking of the suggestions to the 

specific user who is typing the query. In order to personalize the 

query completion, we shall take into account several features of 

the user such as age, gender, job, income, location, etc. It is easy 

to imagine that users with different attributes, in different contexts 

will prefer different queries. As an example form our news search 

data let’s take a look at the most preferred queries of a user from 

France (michael jackson, french, paris, kenken, swine flu, paul 

krugman, sarkozy) versus the preferred queries of a user form the 

US (crossword, warren buffet, sudoku, buffett, maureen dowd, 

michael jackson). Additionally to preferring quite different 

queries, the users from France would also need different 

suggestions for query completion. For example if a French user 

starts a query with the letter ‘s’ then he should be suggested swine 

flu and sarkozy first, while if the user is from the US then sudoku 

should be suggested. This difference makes sense as the  

importance which location has in search has been studied [3]. 

How important information about location is for query auto-

completion specifically, is shown in [4].  Additionally we also 

look at other demographic features and use them to do better 

query auto-completion. News search lends itself to such 

experimentation because as opposed to web search, users are often 

logged in to the news website when doing search and so more 

personal information can be leveraged. 

2. RELATED WORK 
Quite a few papers [5][6][7][8][9][10][11][12][13] have been 

written on mining query logs for automatic query suggestion, also 

called query recommendation. Given a query of a user, query 

recommendation consists of suggesting related or alternate 

queries. In this case the suggestion is made after the user has 

finished typing the query, and the suggestions are not necessarily 

morphologically related to the query. Several approaches taking 

into account the previous queries of the user have been tried. 

Association rule mining is proposed in [5]. In [6] query-flow 

graphs are proposed, and in [7] an optimization framework using 

query-flow graphs is evaluated. Information contained in query 

sessions is leveraged in [8] and [9] by using query co-occurrence, 

and in [10], where the similarity between two queries is 

influenced by how many queries appear chronologically between 

them in the query history of the user. The queries and search 



results clicked after the queries are represented as a bipartite graph 

in [11] and [12]. In [12] a random walk model for query similarity 

is proposed. In [13], to do clustering of queries into topics, queries 

are represented by a term-weight vector taking into account not 

only the query terms but also terms from the documents which 

were clicked. All related papers mentioned so far focus on query 

recommendation. The query recommendation problem is slightly 

different from the problem we tackle because our approach 

completes the query before the user has finished typing it. Much 

less research has been done on prefix based query auto-

completion. Although the most popular web search engines use 

auto-completion, there is no detailed description on which models 

they use and how they work. CONQUER [14] is a context aware 

prefix-based query suggestion system which uses time of day and 

location as contextual features for personalizing the query 

completion. The behavior of users when using auto-completion in 

mobile search is studied in [2]. In [4], a series of experiments 

done, studying query auto-completion in the mobile search case. 

These experiments look at how often a correct query completion 

can be suggested and how many keystrokes that saves the user on 

average. The experiments also evaluate the impact of features 

such as hour, day and location. 

Our contribution is a personalized query auto-completion based 

on user-specific demographic features. As far as we know, an 

evaluation of the influence of demographic features for query 

auto-completion or query recommendation was not done 

previously.  

3. DESCRIPTION OF THE DATA 
The data we use to experiment with personalized query 

completion consists of search logs from an online news portal for 

the period 18th of August – 30th of August 2009. After filtering out 

some of the entries the data amounts to 380000 searches. The 

users who perform the searches are also tracked and uniquely 

identified. From a log entry we can determine what query was 

asked, which user did the search, and at what time did the search 

happen.  

There are around 250000 unique users in the dataset, and about 

each of them we have some additional demographic information: 

gender, age, job, industry, income and the location (city and 

country) from which the user made the search. We divide the age 

into ranges: under 21, 21-30, 21-40, 41-50, 51-60 and over 60. 

The age is quite uniformly distributed, with slightly more younger 

users. Similarly, the yearly income is also given in ranges. A user 

can have one of several different types of jobs in one of several 

different industries. For the location we chose to take into account 

only the countries and cities which appear at least one thousand 

times in the logs. If a user has a location which is rarer than this, 

then the location is considered to be unknown.  

The users are of two types, those who have an account on the 

website and those who do not. For the users who have an account 

we know all the demographic data which the user has filled out in 

a form when registering to the site. For the other users we can 

extract only the location from the IP address, and demographic 

data is unavailable. Over one third of the users, more exactly 

112000, are registered users. Hence the demographic data has 

many missing values. 

The analyzed data contains about 80000 unique queries. There are 

a few very frequent queries, and a long tail of very rare queries. 

This power-law distribution is plotted in Figure 1 on a log-log 

scale. The number of words in a query is usually small. The most 

queries, 40.78% of them, have two words, 33.44 % are made of 

one word and 13.79% have three words. Thus almost 90% of the 

queries are three words or shorter.  

In conclusion, for a given search from the log we have the 

following information: 

 The query 

 Time when the query was made (hour) 

 Information about the user who made the query (gender, 

age, job, industry, income, city, country) 

 

Figure 1 Power law distribution of the query frequencies 

plotted on a log-log scale 

 

4. QUERY AUTO-COMPLETION 
Query auto-completion takes as input a prefix  of a query and a 

set of features of the user {         } and suggests queries 

which start with the prefix   and are likely to be asked by a user 

with the given features. Suggestions can be only queries which 

were asked by some user in the past. First we get the set of 

candidate queries   which consists of the queries which start 

with  , and then for each query       we compute its score by 

estimating the probability  

               

The query with the highest score will be suggested as the first 

option for auto-completion, and so on. Due to sparseness and 

missing values we cannot directly compute the joint conditional 

probability to obtain the score. Instead, we shall approximate the 

score by taking the product of the probabilities:  

                                          

The factor     , which is the frequency of the query q in the past, 

penalizes the score if q is rare and boosts it if q is frequent. We do 

this in order to get a very popular query among the suggestions 

even if it does not fit the user very well. Intuitively, the score for a 

query is high if the query is popular by itself and also popular 

among the queries asked by users who have features in common 

with this user.  

4.1 Baseline Ranking of Query Suggestions 
As the baseline query auto-completion we rank the candidate 

queries according to frequency only. So the first suggestion for a 

prefix will be the most popular query which begins with that 

prefix. The baseline is not personalized as it does not take into 

account any of the user’s features. 



5. EXPERIMENTS 
This section describes several experiments used to evaluate the 

performance of personalized automatic query completion in 

general, to identify the best features and subsets of features and to 

estimate how useful the auto-completion is for the user. In order 

to be consistent, all the experiments use the same training data and 

the measurements are made with the same testing examples. The 

training data consists of the chronologically first 300000 entries in 

the log. The test examples are selected from the later entries such 

that they contain no missing values for any of the features. This is 

because to evaluate a model which takes into account all features 

we need the values for those features to be present. Although 

models which take into account only a subset of features may 

have missing values for the other features we decided to keep the 

testing data the same to enable a more reliable comparison of the 

results. We have chosen about 2200 such testing points. 

The general idea of the experiments is the following. Given a 

testing example for which we know the query and the features of 

the user we take a prefix of the test query and try to suggest 

queries from the training data. We measure how often the actual 

query will be found and how high it will be ranked in the list of 

suggestions. We also look into how long a prefix is required to get 

good results and which features play a greater role in making 

correct query completions. The following subsections address 

each of these problems in detail. 

5.1 Measuring Ranking Performance 
In order to measure the performance of query auto-completion we 

look at which rank the correct query has in the list of query 

suggestions. The correct query is the query from the test example, 

and we try to guess it from prefixes of length 1, 2, 3 and 4. We 

evaluate separately for registered and unregistered users. For 

unregistered users we know: city, country and the time of day 

when the query was made. For registered users we know 

additional features like: age, gender, industry, job and income. 

The columns R1, R2, R3 show in percentages how often the 

suggested auto-completion which is correct is on the first place, 

on the second place and on the third place. The column TOP3 

shows how often the correct suggestion makes it into the top three 

in the suggestion list. The Prefix column shows what length a 

prefix was used to guess the query. The first column shows which 

feature set has been used. Knowing this, we can read for instance 

that the probability product model puts the correct query as the 

first suggestion 44% of the time when given a prefix of length 

three and the full feature set. 

When comparing to the baseline, it looks like personalized auto-

completion is most useful when the prefix is short. As the length 

of the prefix increases it gets easier to guess the correct query, and 

the margin by which the baseline is beaten decreases. In some 

cases the baseline even wins in these situations. Another 

observation is that our method tends to put the correct query as the 

first suggestion more often when compared to the baseline. The 

improvement which the extra features available for registered 

users give is consistent but not very big. Knowing these extra 

features improves the performance by 1-2%. 

5.2 Dominant Features 
In this section we discuss which features are the most important in 

predicting the correct query completion. In order to do that we 

define the concept of dominant feature as being the feature    for 

which the probability         is highest. For each test example 

we keep just a short prefix from the query and try to guess the rest 

using personalized query auto-completion 

Table 1 Auto-completion Evaluation 

RANK OF SUGGESTION (%) 

FEATURES Prefix R1 R2 R3 TOP3 

UNREG. 

1 11.50 5.08 2.47 19.06 

2 23.44 10.12 5.39 38.96 

3 43.96 13.53 7.56 65.05 

4 56.87 14.59 5.30 76.78 

REGISTERED 

1 12.07 6.01 2.16 20.25 

2 25.56 9.86 4.90 40.33 

3 44.44 13.79 6.54 64.79 

4 57.71 13.44 4.86 76.02 

BASELINE 

1 9.06 6.19 2.34 17.60 

2 23.07 9.81 5.92 38.83 

3 42.94 14.55 6.59 64.05 

4 57.49 13.48 6.19 77.17 

 

. If the correct suggestion is in the top three suggestions then the 

dominant feature of this ranking is remembered. At the end we 

have for each feature the number of times it has been the 

dominant feature. The piechart in Figure 2 shows the distribution 

obtained using a prefix of 2 and the probability merging auto-

completion model. It seems that the city has a slight edge over the 

other features accounting for about a quarter of the correct 

suggestions in the top three. Next are industry, job and age which 

are roughly equal and are the dominant features between 15% and 

20% of the time each. Frequency performs poorly compared to the 

other features. This means that very rarely the correct auto-

completion appears in the top three suggestions because of query 

frequency, and other features play a much greater role. 

5.3 Keystrokes Saved 
Because the goal of query auto-completion is to save time by 

guessing the query before the user has completely typed it, the 

natural question to ask is how much time the proposed approach 

actually saves for the users. Therefore we counted how many 

keystrokes our method saved. For each query from the test set we 

first give the first letter as prefix and run auto-completion. If the 

actual query gets suggested in the top three suggestions then we 

assume that the user very likely notices it, chooses it and stops 

typing, so we have saved the user the length of the query minus 

one keystrokes. 

If the actual query is not one of the top three suggestions, then we 

assume that the user continues typing and we run auto-completion 

with prefix of the first two letters, maybe now the correct query 

makes it into the top three and gets chosen. We go so forth 

increasing the length of the prefix up to length 4. If for a prefix of 

length 4 the auto-completion still does not suggest the correct 

query in the top three suggestions, then we assume that the auto-

completion has failed, and we have not saved any keystrokes on 

this particular query. 

 



 

Figure 2 Relative importance of Demographic Features 

It turns out that our approach can save on average 5.7 keystrokes 

per query. Considering that a query in our dataset has on average 

13.9 characters it looks like we can reduce the average number of 

keystrokes used to search to 8.2. This is a huge timesaver if the 

user uses a mobile device, especially if he has a multitap 

keyboard. 

5.4 Query Suggestion 
Automatic query recommendation is a problem very similar to 

query auto-completion. The difference is that based on the current 

query and past queries the user gets suggestions of queries which 

are not necessarily morphologically related to the current query. 

Although query recommendation is not the focus of our paper, we 

have to notice that the auto-completion approach which we 

propose could be applied to the personalized query 

recommendation scenario as well. We could obtain related queries 

by dropping the constraint that the suggested query has to start 

with the prefix. As an example consider a male user, in his 

thirties, from New York who issued the query crossword. Our 

approach would suggest him the following related queries: 

kenken, crossword puzzle, today’s crossword, sudoku, 

crosswords, puzzle, modern love, daily crossword, etc. It is clear 

that the suggested queries are highly relevant. Most of them are 

alternative searches for crossword, some are queries for other 

puzzles and games, and the query modern love is not related to 

puzzles, but it is very specific for the given age group. Please note 

that the user would miss many of these related queries if the 

suggestions were based of prefixes only. In the future we plan to 

investigate this kind of query recommendation and possible 

combinations of it with prefix based auto-completion. 

6. CONCLUSIONS 
In conclusion, we have proposed and evaluated prefix-based 

personalized query auto-completion for news search. The context 

for personalization comes from user-specific demographic data, 

and the time of day when the query was made. The results are 

very promising. We can suggest the correct completion for over 

75% of the queries, and we can decrease the number of characters 

the user needs to type by over 40%. Our work is among the few 

research works done on prefix-based query auto-completion, and 

as far as we know it is the only one which uses demographic data 

for personalized query completion. In the future we plan to focus 

more on the information which can be obtained from previous 

queries, and we shall try to combine some ideas from the field of 

query recommendation into our work. 
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