Abstract—In visualizing multivariate time series, it is difficult to simultaneously present both the dynamics and the structure of the data in an informative way. This paper presents an approach for the interactive visualization, exploration, and interpretation of multivariate time series. Our approach builds an abstract representation of the data based on a hierarchical, multiresolution structure, where each scale is modeled as a continuous time Markov chain. All the aspects of the visualization are designed with the multiple scales in mind. Encoding visual cues consistently across scales enables intuitive exploration of the different scales, allowing a user to quickly find appropriate scales for their data. The construction uses a combination of machine learning methods so that it requires minimal user input. We also present a number of coordinated views and tools which help the user understand how structure in the abstract representation maps to the data. Some of these include attribute distribution and time histograms, a time series matrix - providing a cross-scale historical view of the data, and automatic labeling of the states. The visualization of the representation and the associated tools are integrated into an interactive, web-based tool called StreamStory. Using this tool, we show how this approach can be used to understand and find interesting long term and recurrent behavior in data using four different datasets, coming from weather data (i.e. rainfall and temperature), traffic monitoring sensors, GPS traces and wind velocity data. These represent a wide range of data and complexity but all show various interesting recurring patterns which we interpret with the help of StreamStory.
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1 INTRODUCTION

Time series are one of the most common starting points for data analysis and 1D signals graphed over time is perhaps the most ubiquitous visualization today. We often capture multiple different measurements from time-varying systems giving rise to multidimensional or multivariate time series. Exploring this type of data is difficult as it is not obvious how to best visualize it. Common solutions such as common axis/plot or as some parallel view are unsatisfactory. They become difficult to interpret even for medium dimensional data. When dealing with complex and large data sets, users must identify, zoom into interesting time intervals and remove clutter manually, steals their focus and hindering productivity.

Our goal is to visualize and explore multi-variate time series using a representation which highlights the intrinsic structure and longer-term dynamics with minimal user input. In this paper, we present a novel visual representation based on constructing a hierarchy of Markov chains and its implementation in a tool we call StreamStory. To construct the representation, we use a combination of machine learning techniques and complement the main graph-based visualization with a number of features and views to help the user interpret the data by interactively exploring the multi-scale representation.

StreamStory is especially adept at highlighting and investigating recurrent behaviour in time series data. Recurrence is easily recognizable as a cycle in the graph-based representation of the Markov chain. For example, the daily cycle can be represented as a cycle between “day” and “night” states. In Figure 1, there is a cycle present between the states labeled NYC (New York City) and CA (California), representing movement between the two locations in the United States. StreamStory helps the user understand abstract patterns in the representation with such features as automatic labels for states and an interactive timeline.

The visualization is based on the following pipeline: the structure of a multivariate time series is first captured by disregarding the temporal component and using clustering to partition the data. Each cluster captures a typical configuration of the data and is associated to a single operational state of a Markov chain. The dynamics are reintroduced to model the transition probabilities and finally, the states and transitions are aggregated to construct a hierarchy. An interactive web-based user interface (Figure 1) visualizes each Markov chain in the hierarchy as a graph (center panel) augmented by multiple other views. These include a historical overview of the data over the entire hierarchy (bottom panel) and information on the individual states (right panel).

The main contributions of this paper are:

1. A novel representation of multi-variate time series based on multi-scale Markov chains built from data. The Markov chain model enables longer-term temporal patterns to be visualized through graphical elements. The construction is hierarchical, providing different granularities at which the user can analyze the data.
2. A collection of tools which simplify exploration and interpretation of the qualitative representation. The tools provide multiple views on the data and using statistical techniques, suggest possible interpretations.
3. The approaches are integrated into a fully interactive web-based visualization tool, StreamStory. It requires minimal domain and tool-specific knowledge while allowing users to quickly identify and interpret different patterns in the data. The system is publicly available at http://streamstory.ijs.si with the examples in the paper as well as for experimentation.

2 PREVIOUS WORK

We focus on 4 categories of previous work most closely related to StreamStory: multivariate data visualization, time series visualization, cluster visualization and multi-scale visualization. We place special attention on techniques which are in the intersection of two or more categories. In each category, we focus on techniques able to visualize large datasets. Despite each of these categories offering a wide array of tools and techniques, visualization of large, multivariate time series is still an understudied area.

Multivariate Data Visualization: Multivariate data visualization is a well established and mature research field. Keim and Kriegel [22] categorize multivariate data visualization techniques as geometric projection techniques such as parallel coordinates and scatterplot matrices, icon-based techniques like Chernoff faces, pixel-based techniques and hierarchical and graph-based techniques. Many of these have been refined and combined over the years. To alleviate the cluttering produced by large datasets, Fua et. al. [17] proposed hierarchical parallel coordinates which add hierarchical organization, statistical aggregation and brushing to interactively explore the dataset. Novotny [31] used clustering as a data abstraction tool to group similar data points, visualizing groups instead of individual data points. More recently, Geng et. al. [18] applied angular histograms to alleviate clutter. Angular histograms bin the data points along each axis and rotate the bins in the mean direction of the polylines going out of the bin. This allows users to quickly identify data frequencies along each axis and the relationships between the axis. While parallel coordinate type approaches can efficiently visualize a reasonable number of dimensions, they do not encode temporal information efficiently. Cao et. al. [7] visualize multivariate data by encoding properties of attributes into the visual attributes of clusters, positioning the clusters to reflect the inter cluster relationships.

The techniques mentioned above are suitable for visualizing low to medium dimensional data. When the number of dimensions becomes large (such as text documents) techniques like multidimensional projection [8,21,26,29] can be used to project data points onto a lower-dimensional space (usually a plane). Patterns can then be visualized by highlighting the structure of the density distribution [15, 19]. But while techniques developed for visualizing multivariate data are excellent at revealing the structure of the data, they fail to encode the temporal component efficiently, making it infeasible to find temporal patterns.

Time Series Visualization: Time series visualization is perhaps the most ubiquitous visualization today. Beyond simple graphs, many of the existing techniques are domain specific and can only be used for specialized purposes. For an overview, we refer the reader to [2, 3].

Generic time series visualization techniques developed in recent years include connected scatterplots which display two time series in a scatterplot, connecting two consecutive points with a line and indicating the temporal direction with arrows. While able to highlight interesting patterns, connected scatterplots can only handle two-variate time series and suffer from clutter when visualizing large datasets.

Van Goethem et. al. [38] use trend detection to visualize time series data. They create trends by grouping time series that behave similarly over time. Trend detection is performed at different granularities, bearing some resemblance to our multi-scale approach. Their approach solves the problem of highlighting trends in short-term behavior in similar time series, while our approach focuses more on identifying qualitative patterns in long-term behavior.

Peng et. al. [32] visualize high dimensional time series by discretizing the values of each attribute into quantiles and visualizing the result in a time series matrix together with the median and variation of each attribute and the average of all time series, used to identify trends. Although the approach is effective when identifying trends and differences between time series it does not highlight recurrent behaviour.

Recently, Bach et. al. [4] presented a generic technique to visualize temporal data called Time Curves. Time Curves are based on similarity between the data points and do not require an explicit representation of each data point. They warp the time axis so that similar points appear close to each other and encode the temporal component as curves between sequential data points. The authors show that time curves can be used to identify interesting qualitative patterns in the data in a multi-scale manner. However, time curves suffer from a high computational cost incurred by using MDS [10] on the whole dataset. This makes their use infeasible for visualizing large datasets.

Cluster Visualization: There is no single best visualization to visualize the results of a clustering algorithm. The choice of the visualization depends on the aspect of the clusters the designer would like to empha-
size. If the goal is to highlight the behaviour of the variates across the clusters, one might use parallel coordinates [5, 20, 24, 41] to visualize a representative of each cluster. On the other hand, projecting their representatives onto a lower-dimensional space (usually the plane) [11, 27] and using visual attributes to describe the shape of the cluster can quickly highlight the structure of the dataset. Cao et. al. [7] provide an example of this type of visualization, encoding a cluster’s data attributes and statistical information as treemap-like [35] icons.

If the data is assumed to have a hierarchical or multi-scale structure, visualizing hierarchial clusters is often a more appropriate choice [13, 34]. StreamStory combines the three approaches described above into a single interactive visualization tool, using automatic labeling to highlight differences in the ambient space and adds a temporal component making it more adept at visualizing time series.

In their work, Pylvanen et. al. [33] describe an approach similar to our own. By applying k-means [39], they visualize the operational states, including the order of transitions, in temporal multivariate data. The primary application of their tool is to find abnormal behavior, so their tool only shows states as collections of points with no additional information except the projected coordinates, making it difficult to interpret a state solely based on the properties of the associated cluster. Furthermore, their approach requires users to define the number of states in the visualization before the representation is actually constructed. Reconstructing the visualization on coarser or finer scales requires recomputation and so hinders interactive data exploration.

**Multi-Scale Visualization:** Multi-scale visualizations identify patterns in data at several levels of detail. This is especially important when the relevant level of detail is not known a priori. Several visualization tools provide some form of zooming or multi-scale interface [36], many of them domain specific [23]. **Semantic zooming** is a general technique to develop multi-scale interactive visualizations [40]. It includes representing objects metaphorically on a 2D canvas. The user can then manipulate the canvas viewport to view different parts of the canvas. When changing the size of the viewport (elevation) the representation of the objects is changed. In such approaches, data can be abstracted in several ways. Two examples include hierarchical clusters and data cubes [36].

In our work, we leverage multi-scale techniques in combination with other techniques to produce an interactive visualization tool capable of highlighting temporal patterns in multivariate time series data.

### 3 Methodology

The goal of StreamStory is to construct an abstraction which captures the qualitative structure of a dataset to help understand long-term dynamics with minimal user input. We base the abstraction on Markov chains [30], using the states and transitions to represent the structure and dynamics respectively. A key feature of our representation is to extend this abstraction over multiple scales allowing users to find suitable scales to interpret their data through real-time interactive exploration. This minimizes context switching and allows the user to focus on interacting with the representation. There are 4 steps in constructing our representation, shown in Fig. 2.

We first consider the time series as a point cloud in multidimensional space (Fig. 2(a)), disregarding the time component. The next step identifies typical operational states in the data (Fig. 2(b)). The points are partitioned using a clustering algorithm based on a metric between the data points. For example, in Fig. 2, two noisy periodic signals are partitioned roughly according to the phase. Any metric can be used, but we typically use Euclidean distance, where by default, we normalize each dimension by the standard deviation. This helps mitigate incomparable scaling for the multivariate time series.

We currently implement k-means and DP-means [25] to construct the partition, but any clustering technique can be used. The number of centroids (in the case of k-means) or the cluster radius (in the case of DP-means) should be chosen based on domain knowledge and the finest scale the users require. For large datasets, we often limit the number of states since a large number of states increases initial construction time and the visualization becomes too cluttered at the finest levels.

Each cluster is then associated with a state of a Markov chain (Fig. 2(c)). We refer to these as initial states. They form the lowest-scale representation of the data and are the basis for further computation. The dynamics are modeled through the transition probabilities between the states, extracted from the jump chain. This design choice has two main consequences. First, by using continuous time Markov chains over their more popular discrete-time counterparts, we do not require input data to be equally sampled in time, eliminating the need for an additional preprocessing step. Furthermore, time series are often sampled from continuous processes making the assumption of continuous time more natural. Second, by using the jump chain to visualize dynamics, we reduce visual clutter by removing transitions of the form \( i \rightarrow i \) from the visualization.

The data needed to represent a continuous time Markov chain is stored in a transition rate matrix, denoted by \( Q \). Its non-diagonal elements \( q_{ij} \) represent the rates of transitioning from state \( i \) to state \( j \) (in \( \# \text{jumps/time unit} \)). The rows of \( Q \) sum to zero, therefore the (negative) diagonal elements \( \bar{q}_{ii} = -\sum_{j \neq i} q_{ij} \) represent the rate of leaving state \( i \). To learn the parameters of the Markov chain from data, we compute Equation 1 for each non-diagonal entry of the matrix.

\[
\bar{q}_{ij} = \frac{N_{ij}}{t_i},
\]

where \( N_{ij} \) represents the number of transitions \( i \rightarrow j \) observed in the training set, while \( t_i \) represents the total time spent in state \( i \). The diagonal elements are then extracted as the negative sum of the rows:

\[
\bar{q}_{ii} = -\sum_{k=1}^{n} \bar{q}_{ik}
\]

The last step is to construct a hierarchy of such Markov chains by aggregating the initial states into coarser, higher level states (Fig. 2(d)) and associating each level of the hierarchy with a scale used in the final visualization. The construction of the hierarchy is a two step process: (i) constructing the topology (e.g. deciding which states are merged) and (ii) aggregating the states of the lowest-scale Markov chain to obtain higher scale representations.

To construct the topology, we begin with a partition and the Markov chain induced by this partition. StreamStory implements two approaches to construct the hierarchy. The first is a bottom-up distance-based approach which uses mean linkage agglomerative clustering (UPGMA) [14] to merge pairs of states with minimal distance. As in the clustering step, we use the Euclidean metric to measure the pairwise distances. The intuition is that states that lie closer in Euclidean space are more similar and should be merged before more distant states.

The second approach is a top-down transition-based approach. The method used is a modification of the algorithm proposed in [12] to continuous-time Markov chains. It begins by treating the whole Markov chain as a single high-level super-state. It then iteratively performs binary splitting on a state of the Markov chain. State splitting is performed by considering the Markov sub-chain induced by the sub-states of the currently chosen state. We then consider the min-cut problem on the weighted graph induced by the sub-chain, taking transition intensities as weights. To find an approximate solution, we use a standard technique from spectral graph theory, i.e. considering the sign of the eigenvalues as weights. To find an approximate solution, we use a standard technique from spectral graph theory, i.e. considering the sign of the eigenvalues as weights. To find an approximate solution, we use a standard technique from spectral graph theory, i.e. considering the sign of the eigenvalues as weights.
where $Q$ represents the transition rate matrix between the initial states, $P_k$ is the aggregation matrix and $\Pi = \text{diag}(\pi)$ is a matrix with the stationary distribution [30] of $Q$ on the diagonal.

Finally, we reduce the number of scales in the hierarchy to highlight changes in the structure. The goal is to choose scales which are qualitatively different. To choose the scales, we associate each scale to a vector of eigenvalues of the transition matrix at that scale. Then we perform $k$-means clustering on the vectors with the representative closest to the centroid of each cluster taken as one of chosen scales. The number of clusters is chosen as the minimum of half of the number of initial states and 10. We then post-process the hierarchical model for visualization - computing the layout and enriching the structure with other attributes such as automatic labels of the states.

### 3.1 Highlighting Recurrent Behavior

We provide the user two options which help highlight and reveal recurrent behaviour in some datasets. The options influence the structure of the model at construction time by altering the feature vectors used to identify the initial states in the clustering step.

**Using Dynamical Context:** The first approach is based on a time-delay embedding [37]. It adds values from previous time steps to the feature vector. For example, for a time-delay of 1,

\[
x(t) \rightarrow \left( \begin{array}{c} x(t) \\ x(t-1) \end{array} \right)
\]

it appends the previous time step to the current time step effectively doubling the dimension of the signal. This can help reduce ambiguities in recurrences by effectively considering the derivative of the individual time series, since for two points to be similar, their paths (for some number of time steps) must also be similar. This approach was originally developed for recovering the dynamics from chaotic systems [37].

**Static Context Based on Time:** The second approach uses qualitative temporal information extracted from the timestamps of individual measurements. It requires the user to select a time granularity when constructing the model. The feature vector is extended with a categorical feature which describes when in time the measurement occurred on the specified time granularity. The categorical feature is represented by a binary vector\(^1\), hence the dimension increases by the number of possible categorical values.

For instance, when the time unit selected is “day,” the feature vector will be extended with a categorical feature indicating which day of the week the timestamp represents, e.g. Monday, Tuesday, etc. increasing the dimension by 7. Other options include:

- **second** with six categories representing ten second intervals in a minute,
- **minute** analogous to second,
- **hour** with 24 categories representing each hour in a day,
- **day** and **month** with 12 categories representing the months of a year.

This emphasizes certain periodicities. The additional categorical feature naturally brings points which occur in that category closer together, e.g. with the day feature, all points on Monday are brought closer, while points occurring on different days are moved further away. Each feature represents a granularity and highlights a typical period, e.g. the hour, day, and month features highlight the daily, weekly and yearly cycles respectively.

### 4 Visual Representation

With the underlying hierarchical model constructed, it is presented in a web-based, interactive user interface shown in Figure 3. It consists of three main parts: (i) the central panel showing the Markov chain on the current scale, (ii) the bottom panel showing a cross-scale historical overview and (iii) the right panel showing details about selected states.

The central panel is the main panel in our visualization. It visualizes a single scale of the hierarchical Markov chain model. This avoids overwhelming the user with parallel views or the occlusion problems associated with a 3D encoding. We visualize the Markov chain associated with the chosen scale as a diagram with circles and arrows, representing states and transitions respectively. To switch scales, users can use the scroll function or slide a scrollbar on the left of the panel.

When rendering a state, we use five visual attributes: (a) radius, (b) position, (c) color, (e) label and (f) border to encode different properties of the state (see Fig. 4). The use of these attributes in the representation of Markov chains is fairly standard. Our main contribution is to assign these values in a way which respects the multi-scale hierarchy. This helps the user understand how the structure at each scale relates to finer and coarser scales.

The radius encodes the proportion of time the modeled system spent in the associated state in the training dataset. It is chosen so that

---

\(^1\) A binary vector for a data point is 1 for its categorical value and 0 for all other categorical values.
We show the resulting sequences for all (chosen) scales on the bottom panel of Fig. 3 as a time series matrix, giving a historical overview of the data. Each row of the matrix is associated with a scale in the hierarchical representation. The scale is labeled left of the row. The time series matrix shares its color coding with the central panel, allowing users to quickly identify states.

The time series matrix is interactively integrated with the representation on the central panel. The label of current scale is highlighted and the selected state in both representations is highlighted. This allows users to select a state by clicking it on either representation. When selected through the time series matrix, the appropriate scale is automatically shown in the central representation.

To help interpret temporal patterns, we add a second time-based view on the bottom panel. The view shows when the selected state occurred on different time granularities using histograms. Fig. 5 shows the daily histogram of the selected state from Fig. 4. The histogram shows that the state usually occurs in the morning and afternoon. The bottom panel offers two other views for the selected state: parallel coordinates and an explanation/decision tree. Parallel coordinates are a standard tool while the decision tree is can be used to explain high dimensional clusters [16]. These tools are aimed primarily to specialists, so we defer the explanation to the supplementary material.

The right panel (Fig. 6) visualizes the mean and distribution of each attribute inside the selected state. For context, we show the global distribution for each attribute in the background. Attribute distributions help users identify the meaning of states. For instance when visualizing weather, a state with a high temperature distribution immediately suggests a summer state.

Finally, users can compare states through a menu in the corner of the central panel. This view shows the mean values of a single attribute across states (see Fig. 12). States are colored orange for high values of the selected attribute and blue for low values.

4.1 State Layout

There are 3 phases to compute the state layout. The first phase projects the centroids of the initial states onto the plane, using multidimensional scaling (MDS) to preserve the pairwise distances between the centroids as well as possible. Next, we iteratively compute the coordinates of states on coarser scales as a weighted average of their children. Traversing consecutive scales from finer to coarser, let $s_1, s_2, \ldots, s_k$ be
We use two attributes of the HSL color scale to encode two properties. We have two goals when assigning color to the states. We would like (a) when the state typically occurs. The label is shown as the default text to the attributes. The labels are computed during model construction and, for each state, provides a label based on two factors: (a) the values of attributes inside the state compared to other states and (b) the times when the state typically occurs. The label is shown as the default text on the state (Fig. 8).

Labels are generated using a two phase procedure. The first phase computes labels based on attributes. If this fails the second phase tries to generate time-based labels. If both phases fail, the state is left blank.

Attribute-based labels are computed by comparing the distribution of each attribute inside the state to the attribute’s global distribution. More specifically, the mean value of the state distribution is compared to the γ-th and δ-th percentile of the global distribution. If the mean is below $P_{\gamma}$, we assign the label LOWEST to the attribute, while assigning label $LOW$ if the mean is between both percentiles. Analogous rules are used for $HIGH$ and $HIGHEST$. As rule of thumb, we use default values $\gamma = 12$ and $\delta = 25$. Among all the attribute labels, we use the one in the lowest/highest percentile as the final state label. If no such label exists, we attempt to generate time-based labels.

The second phase generates labels based on time by making use of the time histograms presented earlier. The second phase scans the histograms at each granularity (e.g. daily, weekly, etc.) searching for cyclically continuous peaks. We consider the $k$-th bin a peak, if it contains more mass than the average bin: $b_k > \sum b_j/n$, where $n$ represents the total number of bins in the histogram and $b_k$ the value of bin $k$. Two consecutive peaks are considered a single peak. If a single peak with at most $\zeta$ mass (with default $\zeta = 0.7$) is found, the peaks’ time range is considered as candidate label. Among all the candidate time-based labels, we select the one with its peak containing the most mass. For example, from the yearly histogram this would produce a label of the form Jul-Sep.

5 Experiments
We provide some examples of usage and insights which can be gained by using the StreamStory system. We use 4 different datasets to highlight all the relevant aspects of our visualization. In each case, we point out how the features of the system aided in the analysis. We also show the dependence of the construction time on dataset size and number of initial states.

5.1 Weather & Traffic Data
We first illustrate how StreamStory can help find periodic and cyclic behavior as well as highlight variations in the cycles. We consider 2 different datasets: the first is a weather dataset which consists of average monthly rainfall and temperature readings collected at Nottingham Castle, UK over 20 years between 1920 and 1940; the second dataset consists of two traffic counters at different points on the bypass around Ljubljana, Slovenia over a period of one year in 2014. Both datasets exhibit cyclic behavior with similar patterns but at different time scales - weather is cyclic on a yearly scale and traffic on a daily scale. It is worth noting that these scales were found directly in the data with no parameter tuning and with no prior knowledge of the data.

We begin with the simplest dataset. The model for the weather data, was constructed using 12 initial states. The resulting structure is clearest when the number of states coincides with the period of the behaviour (12 months aligns with the yearly weather cycle). However,
Fig. 9: The model for rainfall and temperature readings along with a parallel plot of the data. The yearly periodicity of the signals appears as a cycle at the middle and fine scales.

The structure can be seen with any larger number of states (including non-multiples of 12). In addition to each month’s average temperature and rainfall, we also include the previous month’s values (as described in Section 3.1) raising the dimension to 4. Figure 9 shows the model at 3 different scales and the original data.

At a coarse scale, there are 3 states - two large states with a smaller transition state between them. The labels indicate the right state represents rainy weather while the left state represents low rainfall. Checking the individual states (Figure 10), we see that the left state also has a lower temperature distribution as opposed to the right state. This suggests the right state represents summer while the left state represents winter. We confirm this using the yearly histograms (the left state lasts from November to April and the right state from June to September).

Moving to a fine scale with 6 states, the right state remains fixed, while the other two states split and the middle state splits into two disconnected states. The left purple state splits into 3 connected states. Here we begin to see the typical cyclic shape, suggested by the two periodic signals in Fig. 9. Furthermore, the automatic labels indicate that the two middle states represent May and October respectively. Using the Time tab (Fig. 11), we see that Rainfall LOW occurs between December and March while Rainfall HIGHEST occurs between June and September, confirming that we see the yearly cycle with winter on the left.

Switching to a middle scale, we find a wheel-like structure consisting of several cycles. The green state with moderate traffic now forms the center of the diagram, while the purple state on the left is nighttime. Time flow travels in the clockwise direction with the red and pink states representing morning and the green and yellow states on the.

Fig. 12: The distribution of rainfall (in mm) confirm that the states on the right are rainier than the states on the left. The same view for temperature is almost identical suggesting a high correlation between the attributes.

Across all the states rather than individually. Recall, states with low values are shown in blue while high values are indicated by orange. Fig. 12 shows the values for Rainfall. The view for Temperature looks identical, suggesting a large correlation between the two, inline with the plot in Fig. 9.

At the finest scale with 12 states, we see both the summer and winter states splitting up into many smaller states. We use the structure we found at the coarser scales to help us interpret the additional states. The visualization immediately suggests that a typical summer and (especially) winter are more unpredictable than spring and autumn. This can be observed directly from the visualization, since the number of states on the left and right sides is greater than the top and bottom. Since the visualization draws the states consistently across scales, we know when in the year each region corresponds to. This is an example of something which cannot be seen by plotting the time series (Fig. 9).

The second example comes from two traffic counters positioned on the highway ring around Ljubljana, Slovenia measuring the rate of cars passing each counter, sampled every hour. The model is shown in Fig. 13 along with a plot of a one month sample of the data. At a coarse scale, we see 3 states. The purple state on the left represents a nighttime state with a low car rate. The brown state on the right represents heavy rush hours traffic in the morning from 7 AM to 8 AM and in the afternoon between 3 PM and 5 PM. The bottom green state represents moderate traffic and occurs at noon and in the evening hours. This was found by examining the daily histogram for each state.

Switching to a middle scale, we find a wheel-like structure consisting of several cycles. The green state with moderate traffic now forms the center of the diagram, while the purple state on the left is nighttime. Time flow travels in the clockwise direction with the red and pink states representing morning and the green and yellow states on the.
we see that these mostly occur on weekdays. The exception is the
As at the coarser scale, the purple state on the left represents night
(through the blue and purple states on the left), and the afternoon cycle
(through the red and yellow states on the right).
These are characterized by a moderate car rate. The bottom-most
state typically occurs intermittently on weekday evenings. This is an
anomalous state where the traffic intensity is low but above average.
These two examples exhibit typical cyclic behaviour that can be
readily interpreted using the visualization. While the cyclic structure is
not surprising, the visualization helps identify additional structure such
as variations in the cycles as well as non-obvious states such as Friday
afternoon rush hour (as opposed to other days of the week).

5.2 Wind Data

Next, we show an example of less structured data. The data consists of
measurements from a weather station in Ajdovščina, Slovenia - second-
level measurements taken of wind speed and direction during March
2016. The station is located in the Vipava valley which experiences
the Bora wind phenomenon [28], strong gusts of wind which can reach
over 150 km/h. This particular wind pattern has remained largely
unexplored. We find several known characterizations as well as several
new characterizations of the wind patterns. Importantly, the dataset
comes with an expert’s annotation indicating the presence of Bora at a
resolution of 10 minutes.

For constructing the model, we do not use the annotations, rather
visualizing them after the model is constructed to help identify correla-
tions and structure in the data. The dataset has 6 attributes, including
wind speed, direction (represented as the sine and cosine of the angle)
and the change in each of the values, sampled every second for one
month. In this case, a plot of the raw data is uninformative but the
resulting model at three scales can be seen in Fig. 14.

At a coarse scale, the data exhibits a centralized structure, with a
dominant central state and several satellite states. The satellite states
mainly represent extreme values, so the bottom right states correspond
to Bora winds. Moving to a middle scale, we see three main groups ap-
pear. The two groups centered on the large states (center and left) differ
mainly by the change in wind direction but are still predominantly calm
winds. The group on the right, consisting of smaller states arranged in
a star shape are characterized by high wind speeds. These represent the
high speed gusts characteristic of Bora winds.

At a finer scale, we see two small groups appear on the right. This
represents the most relevant scale for understanding this phenomena.
The two small groups represent two dominant directions of Bora winds.
The first (bottom right) is perpendicular to the orographic barrier (a
ridge running along the valley). This has been the main meteorological
understanding of the phenomenon - cold air spilling over the ridge and
travelling down the face typically gives rise to the gusty nature of the

Fig. 13: Data from two traffic counters positioned on the bypass around Ljubljana, Slovenia. At the middle scale (upper-right), there is a wheel-
like structure with the green state in the center representing moderate
traffic. The finest scale (bottom) reveals two cycles: the nightly cycle
(through the blue and purple states on the left), and the afternoon cycle
(through the red and yellow states on the right).

Fig. 14: The model of the wind dataset. The coarse scale (top-left) has a single dominant state with several satellite states. At a medium
scale (top-right), three main groups appear - the groups around the
two large states represent different directions of calm winds while the
right represents the typical gusty, high-speed Bora winds. At the
finest scale (bottom), the left group corresponds to calm weather, while
the two small groups on the right represent two types of Bora winds,
derifferentiated by the dominant wind direction.
wind along with the high wind speeds. The second small group (top right) is a second type of Bora, which is much weaker and travels more along the direction of the valley. This is due to a split in the valley which causes weaker gusts but is nonetheless consistent with Bora winds [28]. This second type of Bora was first observed in this dataset.

At this scale, other relevant phenomena were observed. In addition to high wind speeds, the two Bora groups have large changes of wind speed and lower changes in wind direction. We note however, that the weaker group changes wind direction faster than the stronger group. The direction of the wind is most spread out and changes the fastest in the non-Bora group. This lack of structure in the non-Bora group is to be expected as it is wind whose speed and direction are highly random. Since the wind speed is low, the direction may change often.

We also see some strong cycles appear in the two Bora groups. For example, in the weak Bora group (top right), there is a cycle between the high variation in wind speed in a southwest direction and high speed in the southwest direction (dws HIGHEST and ws HIGHEST respectively). This is expected given the gusty nature of the wind - the two states capture the gusts (large change in wind speed) and the peak speeds respectively. A similar pattern, but less pronounced, can be seen in the strong Bora subgroup with the difference that the dominant direction is northwest. Moving to finer scales, we do not see any other interesting structure. We only find the random variations of the wind rather than any interesting patterns.

5.3 GPS Data

Our final example is GPS data based on personal measurements collected by a researcher using Google’s Location History tool over a period of 3.5 years between July 2012 and January 2016. The data consists of timestamped GPS coordinates with significant gaps (i.e. missing data) and a large variation in locations. The data includes several trips around Europe as well as to the United States and Asia. Here we manually labeled the states by checking the centroid coordinates of the states on a map. The model is shown in Fig. 15.

At a coarse scale, the dataset exhibits a similar structure as the wind example - a large central state with satellites. Checking the coordinates of the centroids, we find that the central green state corresponds to Europe, which corresponds to “home,” while the left purple state corresponds to the United States. The two other states are Scandinavia on top and Asia on the right.

At a middle scale, the United States splits into New York, California and Texas. New York is the largest of the 3 states, reflecting a summer internship in 2014. Europe splits apart into Slovenia (SLO - large green), where the individual lives, Germany (D - small green), Portugal (P - brown) and Greece (GR - yellow) and Scandinavia becomes Sweden and Denmark (S and DK - both light blue). Asia is split into three states. The bottom-right two states reflect a trip to China (CN), while the purple state near the Scandinavian countries is India (IND). This roughly captures various trips the individual has taken.

When viewing the visualization at the finest scale, we see several interesting patterns emerge. In the bottom-right corner, the trip to China becomes a cycle with five states, corresponding to different stops during the trip. On the bottom-left, we see a road trip through Europe, starting from Italy through France (I and FR - both green states on the bottom), then Spain (E - two orange states on the bottom-left) and finishing in Portugal (P - red). Unfortunately, the return trip was not recorded. In the US, New York splits into New York City and upstate New York and Texas splits into Dallas and Austin. The coordinates of the centroids make it straightforward to check the locations.

5.4 User Feedback

During development, several experts and non-experts were asked for feedback on useability. When evaluated by non-experts, the automatic labels and time series matrix were most helpful for interpretation. Indeed, before the implementation of the first two features, non-expert users had trouble understanding the abstract representation of the data. The experts’ feedback also included the utility of the histogram views and cross-state coloring by attribute for understanding the structure of the model. Overall, machine learning specific views such as the decision trees were only useful to users who were familiar with the technique, e.g. data analysts, computer scientists, etc.

5.5 Performance Evaluation

Once the model is constructed, the system is fully interactive. The construction time varies depending on the configuration choices and size of the dataset. In the experiments above, the weather (6K) and GPS data (400k) were nearly instantaneous (1s) while the traffic data (12.5 MB) took about 10s. The wind data was much larger (145 MB), and so took approximately 11 min. We also performed a simple experiment, testing two datasets of different sizes, fixing the dimension and varying the number of initial states in the model. The first dataset (A) contains 285k measurements (155 MB), while the second (B) contains ≈ 3M measurements (500 MB). For each dataset, we selected 7 attributes randomly and configured 10, 20 and 40 initial states respectively. The results are summarized in Table 1 and we see that the main dependence is on the number of initial states.

Table 1: Measurements of the initialization time of a model.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Time 10</th>
<th>Time 20</th>
<th>Time 40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset A</td>
<td>1m4s</td>
<td>1m50s</td>
<td>2m31s</td>
</tr>
<tr>
<td>Dataset B</td>
<td>4m11s</td>
<td>6m10s</td>
<td>14m54s</td>
</tr>
</tbody>
</table>

6 Conclusion and Future Work

We presented a novel abstraction for multivariate time series based on multi-scale continuous time Markov chains extracted from data using machine learning techniques. Based on this, we developed StreamStory, an interactive visualization tool for exploring multivariate time series. The data is shown in qualitative manner - via a hierarchy of directed graphs - allowing users to find suitable scales to interpret the data. The system requires minimal user input and in addition to automatically constructing the representation, it provides numerous auxiliary tools to aid in interpretation. Directions for future work include:

Interactive Feedback: Once constructed, the structure of a model is fixed. We intend to investigate how to allow the user to merge and split states interactively, modifying the structure of a model.

Automatic Parameter Selection: Currently, there are a number of parameters needed for model construction. Another possible direction is to explore mechanisms for automatically selecting and tuning of these parameters.

Online Modeling: Finally, we plan to explore how to perform online updates to the model so the system can deal with streaming data.